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We used shipboard CTD, mooring, meteorological, glider, and high-frequency radar data to examine
spatial and temporal (seasonal and interannual) variations in the circulation and water properties over
the central portion of the northeastern Chukchi Sea shelf from August—October of 2008, 2009, and 2010.
Seasonally, warm and moderately saline Bering Sea Water (BSW) replaces cool, dilute surface meltwaters
and cold, saline, sub-surface, winter-formed waters. BSW advection thus affects shelf stratification and
the heat budget with oceanic heat flux convergence supplanting solar heating as the dominant sheif heat
source by September. BSW spreads eastward from the Chukchi's Central Channel, so that water property
and stratification transitions proceed from west to east across the study region. Models predict a mean
clockwise flow around Hanna Shoal (which lies to the north of the study area) suggesting winter-formed
waters from northeast of the Shoal are advected southwestward into a portion of the study area. The
observations, though limited, support this notion. We hypothesize that the convergence of BSW from the
west and winter waters from the northeast leads, in some years, to large horizontal variations in water
properties, stratification, and ocean heat flux convergence over spatial scales of 50-100 km.
Interannual variations in summer/fali shelf water properties appear linked to processes occurring in
the Bering and/or southern Chukchi Sea, and the regional winds (which affect the local circuiation).
Although there were large interannual differences in shelf-wide ice retreat patterns from May—July, these

differences were not reflected in late summer water properties.
& 2013 The Authors. Published by Eisevier Ltd. Open access under CC BY-NC-ND license.

1. Introduction

Seasonal changes in Chukchi Sea water properties are estab-
lished by the annual cycles of sea—ice formation and ablation,
heating and wind mixing, and transport of waters from Bering
Strait. In summer and early fall, the Strait transport is northward
on average and includes three major water masses, which follow-
ing the nomenclature of Coachman et al. (1975) and Walsh et al.
(198%) are: cold, salty, nutrient-rich Anadyr Water; warm, fresh,
nutrient-poor Alaskan Coastal Water (ACW); and Bering Shelf
Water. The latter has properties intermediate between, but none-
theless distinct from, the Anadyr and Alaskan Coastal water
masses. Coachman et al. (1975) maintain that the Anadyr and
Bering Shelf water masses mix to form Bering Sea Water (BSW)
north of the Strait, whereas ACW maintains its properties on the
Chukchi shelf. In summer and fall, Chukchi bottom waters often
include near-freezing, saline (dense) waters that formed in the

"Corresponding author. Tel.: +1 907 474 7993.
E-mail address: jweingartner@alaska.edu (T. Weingartner).

previous winter during freezing over both the Bering and Chukchi
seas. In addition, shallow plumes of cool, dilute, surface waters,
formed by ice melt, may also be present.

BSW is transported to the northwest Chukchi, over the central
shelf, and northward through the Central Channel (Fig. 1a; YWeinga-
rtner et al, 2005, Woodgate et al, 2005s, 2005b). Weingartner et al.
(20085) suggested that, south of Hanna Shoal, some central-shelf
waters flow eastward toward the coast, in agreement with the
circulation models of Winsor and Chapman (2004) and Spall (2007).
North of the Central Channel, where there are no long-term current
measurements, both models suggest the average flow follows the
bathymetry around the western and northern flanks of Hanna Shoal.
From here, the flow moves southward along the eastern side of the
Shoal (presumably between the 40 m and 60 m isobaths) before
eventually entering Barrow Canyon. However, the models also predict
that some of the water along the east side of Hanna Shoal penetrates
southwestward along the southern edge of the Shoal before turning
eastward towards the coast. The ACW flows northeastward within the
Alaskan coastal current toward the head of Barrow Canyon. Here it
merges with waters flowing eastward from the central shelf to form
the canyon outflow. Hence in summer and fall, the canyon outflow
contains a horizontally- and vertically-structured complex of water
masses (Fickart et al., 2005; Shrover and Plueddemann, 2012) that

0278-4343 & 2013 The Authors. Published by Elsevier Ltd. Open access under CC BY-NC-ND lcense.
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Fig. 1. (a) Map of the eastern Chukchi Sea showing bathymetry and place names. CTD surveys were conducted in Klondike and Burger (2008—-2010) and Statoil (2010 only).

The 2009 mooring locations at Crackerjack, Klondike, and Burger, are denoted by C, K, and B, respectively. Stars indicate the locations of the NARR gridpoints used in the heat

budget analyses. The box outlined by the dotted line and centered at 68130’N and 1681W, denotes the area used to estimate sea surface temperatures from satellite thermal
imagery. (b) Detailed map of the study region showing the nominal distribution of CTD stations in 2008-2010 Klondike (blue diamonds), Burger {red diamonds) and, in 2010
only, Statoil {(green diamonds) and additional stations (orange triangles). The boxes delineating each of these areas served as the control volumes in the heat budget
estimates. The Crackerjack (C), Klondike (K) and Burger (B) moorings are indicated by cyan inverted triangles, the Klondike met buoy by a green square and the NARR grid
points by black stars. The blue line to the east and south of Burger is the 2010 glider transect with dates indicating the daily position of the glider. The stations intersected by
the diagonal dashed lines across Klondike and Burger were used in constructing the sections shown in Fig. 4 in 2009 and 2010. The stations forming the eastern boundary of
Klondike and the western boundary of Burger {(indicated by the green dotted line) were used to construct the sections shown in Fig. 4 for 2008. The stations along the dashed
line running diagonally across Burger and Statoil were used in constructing the sections of Fig. & in 2010. (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this article.)
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include ACW, meltwater, dense winter waters, BSW, and mixtures
of each.

To a large extent the Chukchi circulation appears consistent
with barotropic, geostrophic dynamics in which the shelf pressure
field arises as a response to wind-forced convergences and
divergences and to the mean pressure difference between the
Pacific and Arctic oceans. The latter provides the impetus for the
northward transport through Bering Strait. Even though much of
the Chukchi shelf has a gently varying bathymetry, topographic
control appears to exert an important influence on the shelf
dynamics. Thus, north of the Strait the model streamlines parallel
contours of f=h (where f is the Coriolis parameter and h is the
water depth). Over the northeastern shelf, mean winds are from
the east-northeast so that in the mean, the flow opposes the
winds. Nevertheless, flow variations are primarily wind-forced
and occasionally the wind stress can be sufficiently strong to
reverse the flow (Weingartner et al., 1998, 2005).

The measurements reported herein were coliected to provide
the physical context for the biological studies that were simuita-
neously conducted and reported upon in this voilume. The area of
interest is southwest of Hanna Shoal and east of the Central
Channel (Fig. 1a) and lies more than 150 km offshore. This distance
exceeds the barotropic radius of deformation ( 140 km fora 40 m
deep shelf), so the survey areas are likely not within the direct
influence of the Alaskan coastal current, and the effects of wind-
forced coastal convergences/divergences are expected to be some-
what reduced. We describe the seasonal, interannual, and regional
differences in water properties and offer insights on some of the
processes controlling the observed spatial and temporal differ-
ences in this portion of the Chukchi Sea.

The paper is organized as follows. In the next section, we
describe the various data sets used and their processing. Section 3
presents the results, beginning with a description of the seasonal
retreat of ice across the shelf (Section 3.1). Section 3.2 describes
results from the CTD surveys with an emphasis on seasonal,
interannual, and spatial variations in temperature and salinity
across the study areas. These reveal considerable spatial complex-
ity, which is not obviously linked to patterns of ice retreat. Instead,
the property characteristics appear largely attributable to differ-
ential patterns of oceanic advection, as inferred from an analysis of
the heat budget (Section 3.3), and supplemented by observations
from gliders and coastal high-frequency radar measurements of
the regional surface circulation. Section 3.4 describes a limited set
of moored current measurements that provide further insights on
circulation patterns and dynamics. The results of this section
complement, to some extent, the inferences of Section 3.3.
Section 4 integrates the results and places them in a broader
context, while Section & concludes the paper.

2. Methods
2.1. CTD surveys

In 2008 and 2009, we conducted three cruises in the Klondike
and Burger study areas (Fig. 1a). In 2010, a third study area, Statoil,
was added; Klondike and Statoil were sampled twice and Burger
sampled three times. In general, cruises occurred in late July/early
August, late August/September, and late September to early October,
although the timing of each cruise varied among years (Table 1).
Klondike and Burger are 55-km - 55-km squares containing 25
stations each (Fig. 1b), Statoil has the same area, but is shaped
differently. In 2010, additional stations were sampled to improve
spatial continuity among the various study areas.

Bottom depths in the study areas are  40-45 m. Klondike and
Statoil are east of the Central Channel, a 45-50 m deep depression

Table 1t
Cruise dates and nomenclature.

Identifier  Klondike Burger
Sampling dates Median date  Sampling dates Median date

JAD8 Jul. 24-Aug. 1 Jul. 27 Aug. 2-10 Aug. 4
AS08 Aug. 21-Sep. 1 Aug. 27 Sep. 4-22 Sep. 16
S008 Sep 24-28 Sep. 26 Oct. 2-12 Oct. 7
A09 Aug. 10-24 Aug 27 Aug. 17-27 Aug.22
S09 Sep. 3-11 Sep. 8 Sep. 13-17 Sep. 15
S009 Sep. 25-29 Sep. 27 Oct. 2-10 Oct. 6
A10 Aug. 8-16 Aug. 12 Aug. 16-22 Aug. 19
AS10 Aug 31-Sep. 7 Sep 3 Sep. 8-14 Sep. 11
010 - - Oct. 1-5 Oct. 3

running northward between about 1671W and 1701W (Fig. 1a and
b). Statoil and Burger lie to the south of Hanna Shoal, an east-west
elongated bank with minimum depths of 0 25 m. On the south-
east side of the Shoal, the isobaths diverge; the 50 m isobath
extends southward, but the 40 and 45 m isobaths trend south-
westward. Between 691N and 70.51N (south of Klondike) the
isobaths trend to the northeast before veering eastward toward
the coast along 70.51N (Fig. 1a).

During the first cruise in 2008, data from several casts in
southwestern Klondike were inadvertently lost, and several of the
planned stations in the northeastern corner of Burger could not be
occupied due to ice. CTD data were collected using a Seabird, Inc.
SBE-19+V2 CTD sampling at 4 Hz and lowered through the water
column at 10 m min~'. The instrument measured pressure,
temperature, conductivity, and fluorescence. Data were processed
followed the manufacturer's procedures and were then averaged
into 1 dbar bins. Comparison of pre- and post-season calibrations
(performed by Seabird) of the temperature and conductivity
sensors indicate that the data are accurate to better than
0.005 1C for temperature and 0.02 for salinity.

2.2. Meteorological and sea—ice concentration data

We constructed daily ice concentration maps for the May
1-July 30 period of each year using the Advanced Microwave
Scanning Radiometer—Earth Observing System (AMSRE-E) data
sets prepared by Universitat Bremen following Spreen et al
(2008). A subset of these are shown to illustrate the seasonal
progression of ice retreat in each year prior to the surveys (Fig. 2).
We obtained 3-h estimates of the winds for the region from the
National Center for Environmental Prediction North American
Regional Re-analysis (NARR) model hindcasts (Mesinger and
Coauthors, 2006). The gridpoints used are shown in Fig. 1a and
listed in Table 2.

Approximate heat budgets were estimated over control
volumes between successive cruises to assess the differences in
advective tendencies among the study sites. The heat budgets
were calculated accordingly:

L
Qu= |?ﬁfﬁ%ﬁfﬁﬁffﬁﬂ9ﬂﬁ‘l?ﬁﬁ¥ﬁlﬁf?%?fﬁ?fﬁﬁ‘ﬂ?ffﬁ?ﬁﬁff?ﬂ e e

Qas

The first term on the left (Q,) is the rate of change through time
of heat in the water column. Q, was computed as the difference in
heat between successive surveys within each control volume
(defined by the boundaries of each study site) divided by the time
interval based on the median cruise dates in each area. The term in
brackets represents the net heat flux between the ocean and
atmosphere (Qg). This term includes the albedo-corrected (1-a;
a%0.07) net incoming solar radiation (Qsoar), Mmeasured by the
Department of Energy's Atmospheric Radiation Measurement

ED_001324_00000309-00003
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Fig. 2. (a) Mean daily sea—ice concentration maps for the Chukchi Sea based on AMSR-E satellite imagery. The years are 2008 (left column), 2009, (middle column), and 2010
(right column) and the dates are May 10 (1st row) and May 26 (2nd row). (b) Mean daily sea—ice concentration maps for the Chukchi Sea based on AMSR-E satellite imagery.
The years are 2008 (left column), 2009, (middle column), and 2010 (right column) and the dates are June 10 (1st row) and July 20 (2nd row).

(ARM) Climate Research Facility in Barrow, Alaska. (ARM data were Qsoiar to avoid possible errors associated with model limitations
collected once per minute, which we then averaged into daily pertaining to clouds (Ladd and Sond, 2002; Walsh et al., 2008). The
means.) ARM data were used rather than the NARR estimates of largest single source of error in Qg is associated with the
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Table 2
Position information for the current meter moorings, meteorological buoy, and
principal NARR gridpoints used in the analyses.

Mooring Latitude Longitude Bottom depth Data depths
(N) (W) (m) (m)

Klondike 70159.93"  16510.051" 45 7,23, 35
Burger 7111439  163116.81 45 7,23, 35
Crackerjack 71110187 166144.93" 46 8, 20, 36
Klondike 70152.38"  165114.90’ 40 1

MetBuoy
Klondike NARR  7113.75’ 16513.75’
Burger NARR 71126.25’  16310.0’

assumption that the Barrow measurements represent those in the
survey area. Although cloud-cover variations between Barrow and
the survey area could cause large day-to-day variations in Qsojar,
these differences should be negligible when averaged over many
days as done here. This assumption is supported by inspection of
satellite imagery of the northeast Chukchi Sea obtained from NOAA
polar orbiting satellites. We examined 12 satellite images per day
and concluded that cloud cover differences between Barrow and the
study sites were small when considered over several days or longer.
The third term is the net longwave radiation (Qiungwave) Pased on the
NARR model. These may also suffer from cloud-bias in the NARR
model (Walsh et al, 2009). We compared averages of these values
to those computed following Josey et al. (2003} for the same time
period. Their method requires cloud cover, air, dewpoint, and sea
surface temperatures (SST) data. For SST, we used the average
surface temperature in each survey area derived from the CTD data.
Mean monthly cloud cover values are from the climatology of
Brower et al. (1988) and the mean air temperature and relative
humidity (from which dewpoint was calculated following Lawrence
(2005)) were measured at the National Weather Service station in
Barrow. The fourth term consists of the latent and sensible heat
fluxes (Qiatent +Qsensible ) Obtained from the NARR 3-h forecast values
in each study region. The residual that remains after estimating the
terms on the left-hand side of the equation is ascribed to be the net
oceanic heat flux convergence, Q,., which includes both horizontal
advection and lateral mixing.

It is difficult to assign rigorous uncertainty estimates to the
heat budget terms. Berry and Kent (2009) indicated uncertainties
of 10 W m™2 in NCEP estimates of Quen: @and Qeensile iN COM par-
ison with high-quality buoy measurements made at 601N, 211W
in the North Atlantic Ocean. Josey et al. (2003} estimate that the
random error in Qpngwave 1S 2 W m~2 when compared with
direct observations. The largest uncertainty in our estimate of
Qiongwave pertains to using a climatological value for the cloud
cover fraction (0.9 in August and September); a difference in the
cloud cover fraction of 7 0.1 leads to 020 W m~2 difference in
Qiongwave- Upon comparing NARR Qgngwave With those based on
Josey et al's method we find the rms difference tobe 25W m™2.
ConSidering the errors in Qlongwave1 Qlatent: and Qsensible1 roean is
deemed undetermined if |Q,]| 0 30 W m~2. The mean, standard
errors, and 95% confidence limits on Qg and vertically-averaged
temperatures were estimated by standard bootstrapping (Manly.
1887), in which we resampled (with replacement) the data set
from each time interval. Although stable values of the resulting
statistical estimates were reached after 250 trials, all succeeding
calculations were based on a sample size of 2000. We also
compared standard bootstrapping with other bias-corrected and/
or accelerated methods (Maniy, 1997) and found that all methods
yielded statistically identical results. The standard error on Q,, was
then estimated by propagation of the bootstrapped standard error
for the vertically-averaged temperatures. The resulting standard
error was multiplied by 1.96 to form approximate 95% confidence

limits on Qw. Confidence limits on Q.. were formed similarly based
on the standard errors for Q,s and Q,,.

2.3. Mooring data

For 2009, we examined data from 307 kHz ADCPs (sampling
every 30-min and in 4-m depth bins) and thermistors from
moorings in the Central Channel (Crackerjack mooring site) and
within Klondike and Burger (Table 2). Instruments were moored

2 m above the seabed. Data processing procedures are given by
Mudge et al. (2010). Although some of the moorings recorded
year-round or nearly so, our interest here is solely on the August
through early October periods; when the shipboard surveys were
conducted. The velocity data were low-pass filtered with a 35-h
cutoff period prior to analysis. Confidence limits were based on the
effective number of degrees of freedom using an integral time
scale of 2 days computed following Emery and Thomson (2001).
This time scale was derived from the autocovariance functions of
the current and wind data for July through early October. This
restricted interval ensured a large enough sample size for reliably
estimating the integral time scale, and excluded periods of ice
cover and/or strong fall storm winds in the analysis. In 2010, a
meteorological buoy was deployed in Klondike (Talie 2) from
August through mid-September. The buoy measured wind velo-
city, sea surface temperatures, and currents at 1 m below the
hull from a Nortek Aquadopp acoustic current meter. Current
velocities were sampled at 1 Hz, averaged over 60 s, and recorded
every 15-min.

2.4. High-frequency radar data

During the 2009 and 2010 open water season, we measured
surface currents in the northeastern Chukchi Sea within 160 km
of the coast at 6 km resolution using shore-based high-frequency
radar (HFR) systems (manufactured by CODAR Ocean Sensors)
located in Barrow, Wainwright, and Point Lay (Fig. ta). Data
collection from the Wainwright and Barrow sites began in
September 2009 (mid-July 2010) and ended in mid-November of
both years. The Pt. Lay site became operational in mid-September
2010 and ended in mid-November. The HFR measures currents
within the upper 2 m of the water column based on the theory and
operational procedures of Barrick et al. (1885). Antennae were
calibrated by using a beam pattern measurement to correct for
background noise in the frequency spectrum (Barrick and Lipa,
1966, Kohut and Glenn, 2003). Spatial and temporal coverage
varies depending upon sea state and ionospheric interference
(Teague, 2001). The latter, which reduces the signal-to-noise ratio,
was maximal at night and minimal during the day. Capes to the
north of Wainwright and Pt. Lay interfere with signal propagation
and result in spatial gaps in the coverage. Data were acquired
hourly and processed using the measured radar calibration pat-
tern. For each hourly data set, we removed grid cells having less
than 50% data return or velocities 4 3 ms™' (The latter choice is
based on previous data sets within the HFR mask, including
Barrow Canyon. Over the canyon moored ADCPs and HFR data
indicate that maximum currents are 25ms ' At distances
greater than 30 km from the canyon axis maximum currents are
o1ms ') At each of the remaining gridpoints, we removed
velocity components that exceeded three standard deviations.

2.5. Autonomous underwater vehicle (AUV) glider data

High-resolution hydrographic data was sampled during the
open water season of 2010 using CTD data collected by a Teledyne-
Webb Slocum glider equipped with a Seabird Glider Payload
pumped CTD (GPCTD). The GPCTD data (pressure, temperature,

ED_001324_00000309-00005
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Fig. 3. {a) Temperature sections across Klondike (K) and Burger (B) in 2008 (upper row), 2009 (middle row), and 2010 (bottom row). Contour interval %0.5 1C. Cruise abbreviations are
described in Table 1 and the location of the sections are shown in Fig. 1b. Dots at the top of each figure indicate station locations. Depths reflect cast depth. Each row represents a year.
Columns are ordered with the first occupation of the section in any year in the first column and the last occupation for the year in the third column. (b) Salinity sections across
Klondike (K) and Burger (B) in 2008 (upper row), 2009 (middle row), and 2010 (bottom row). Cruise abbreviations are described in Table 1 and the location of the sections are shown
in Fig. 1b. Dots at the top of each figure indicate station locations. Depths reflect cast depth. Each row represents a year. Columns are ordered with the first occupation of the section in
any year in the first column and the last occupation for the year in the third column.
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conductivity) were processed following the manufacturer's recom-
mendations and screened for spikes, corrupt data, and density
inversions. After editing, the data were averaged into 1-dbar bins.
The gliders typically flew with a 26 1 pitch angle to the vertical,
and at an average vertical speed of 15cm s™! and a horizontal
speed of 35cms”'. The glider CTD sampling was at 0.5 Hz,
which allowed a vertical resolution of 1 dbar. The glider undu-
lates through the water column as it moves horizontally from one
waypoint to the next. For the relatively shallow depths of the
Chukchi Shelf the glider paths yielded a horizontal resolution of
200 m between the crest of vertical yo—-yo pairs.

3. Results
3.1. lce retreat patterns 2008-2010

A subset of daily AMSR-E sea—ice concentration maps (Fig. 2)
shows considerable differences in seasonal patterns of ice
retreat over the Chukchi shelf. Ice covered the entire shelf,
including Bering Strait, at the beginning of May of each year (not
shown), after which rapid changes in ice concentrations
developed.

For example, by 10 May 2008, ice concentrations in and to the
north of Bering Strait were high but lower south of the Strait (not
shown), while open water developed over the northeastern shelf
within a 100 km wide band along the Alaskan coast between
about 681N and 71.3IN. This opening followed the onset of 7 m s™'
northeasterly winds, which abated by mid-May. By 26 May, ice
retreat progressed northward from Bering Strait into the southern
Chukchi shelf, while the open water area over the northeastern
shelf expanded slightly. Ice retreat continued over the southern
Chukchi Sea through 10 June, but concentrations increased again
farther offshore of the northwest coast of Alaska.

Ice retreat in early May 2010 was similar to that of 2008 in that
a 100 km wide band of open water developed along the Alaskan
coast over the northeastern shelf in response to moderate winds
from the northeast. This band continued to widen offshore
because winds generally remained moderately strong from the
east-northeast. Hence, by mid-June, most of the northeastern shelf
was ice-free.

In contrast to 2008 and 2010, winds in May 2009 were more
southerly on average. Heavy ice covered the northwestern coast of
Alaska, although retreat had begun in Bering Strait and along the
Siberian coast. Ice retreat accelerated through May 2009 in the
southern and western Chukchi, but the northeastern shelf
remained heavily ice covered until mid-June. At that time moder-
ate northeasterly winds developed, and ice began retreating from
the northwestern coast of Alaska.

By late June of each year, the southern shelf was nearly ice-free,
although there were considerable interannual differences in ice
cover over the northern shelf. Through July, ice retreat progressed
predominantly from south to north so that by 20 July, the entire
shelf was ice free, except for moderately heavy ice concentrations
over Herald Shoal (701N, 1701W) in 2008 and 2010, and Hanna
Shoal (721N, 1621W) in all years. Martin and Drucker (1997)
suggest that Taylor columns form over both shoals, impeding ice
displacement and the intrusion of warmer Bering Sea summer
waters onto the shoals. Once the ice has melted, the shoals serve
as a potential reservoir for meltwaters (Weingartner et al.,, 2005).
Synthetic aperture radar (SAR) imagery (not shown) for late July
shows ice coverage of 30-50% over Hanna Shoal in all years (and
over Herald Shoal in 2008 and 2010). August SAR imagery
indicated that Hanna Shoal was ice-free in 2009 and 2010, but
ice-covered through much of August 2008.

3.2. Temperature/salinity distributions

In this section we describe briefly, the spatial, seasonal, and
interannual variations in temperature and salinity in each study
area using a combination of section plots and plan views. We first
consider the temperature and salinity sections (given on the map
in Fig. 1a) shown in Fig. 3aand b. (Comparable density sections are
shown in Fig. 11 of Gall et al, 2013) The section nomenclature
follows Table 1; ASO9 implies that the data along this transect
were collected on the August-September cruise in 2009.

In 2008, the JAO8 sections show that waters within 10-20 m of
the bottom consisted of cold (2-11C) and salty (232.5) dense
waters formed over the previous winter. Warmer (z01C) and
fresher (=31) waters enveloped the upper half of the water column
of Burger (and in some portions of Klondike not included in the
figure). Over the remainder of Klondike upper layer waters were
warmer (2-4 1C) and moderately saline (31.5 0 S 0 32.5). Klondike
waters warmed and freshened throughout 2008. Below 20 m,
these changes reflect the replacement of winter waters by BSW.
Within the upper layer of Klondike, some dilution occurred due to
infiltration of low-salinity (=31) waters; most likely meltwater
filaments that were advected into the area and warmed by solar
heating. Within Burger the bottom waters remained cold and salty
and meltwaters occupied the upper 15 m throughout 2008.

Conditions in 2009 were very different from those in 2008 in
several ways. During A0S, the uppermost 15 m included shallow
low-salinity ( 0 30) plumes with temperatures generally o 51C.
Below the plumes and to 25 m depth (and elsewhere at the
surface), warmer (5-6 1C) and saltier (31-31.5) waters were pre-
sent. Bottom water temperatures and salinities were also substan-
tially warmer and less saline in 2009; temperatures ranged from
-1t 0 21C and salinities varied from 32 to o0 32.5, with the densest
bottom waters in the northeastern half of Burger. By the S09
survey, the low-salinity surface plumes were absent from
Klondike, and the upper 30 m had nearly vertically-uniform
temperatures (5-61C) and salinities (31-31.5). Bottom waters
had warmed also and were generally 4 21C. However, Burger
bottom waters still consisted of cold, salty, winter water. By the
time of the SO09 survey, upper ocean temperatures had cooled to
3—4 1C across the section. There was little change in salinity except
in the northeast corner of Burger where low salinity (30) waters
protruded to the southwest.

In August 2010 (A10), the upper 20 m included moderately
warm (3-4 1C), low-salinity ( o 30), meltwater pools interspersed
within an otherwise homogeneous layer of warmer (5-61C),
saltier (30-31.5) water. The lower half of the water column
contained cold (o 1.5 1C), salty ( 4 32) waters, with the coldest
and saltiest waters in Burger. By the AS10 survey much of the
winter water had been flushed from Klondike, and replaced by a
weakly stratified, warm (6-8 1C) water column with salinities of

31.5. In contrast, Burger remained well-stratified, its surface
waters had warmed only slightly since the A10 survey, and there
was little change in temperature and salinity of the bottom waters.
However, the lower layer in Burger had thickened by 10m and
the pycnocline had shoaled (but not weakened) by nearly 10 m.
The third survey (0O10) included only Burger. The upper half of the
water column had freshened and cooled, whereas bottom water
properties registered little change.

Regional density gradients are primarily a function of salinity
over the temperature ranges encountered on the surveys, with
vertical salinity gradients responsible for about 2/3 of the strati-
fication in general. The pycnocline is typically at 20-30 m and
generally weakens from August through late September/early
October. The sole exception to this seasonal pattern occurred in
Burger in 2008, when stratification increased due to an increase in
surface meltwater between August and early October. Burger
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generally consisted of meltwater in the upper water column and
winter water in the lower water column so that it was more
stratified than Klondike. Stratification also varied considerably
among years; it was strong throughout 2008 in both areas, but
moderate in 2010. By comparison the pycnocline was weaker and
deeper (30 m) in September 20009.

An alternative view of the hydrography is given by plan views
of the temperatures and salinities averaged over the upper and
lower 10 m of the water column (Figs. 4 and 5a and b, respec-
tively). These show that surface and bottom temperatures gen-
erally decreased from southwest to northeast across both Klondike
and Burger. Over the region surface horizontal temperature
gradients were as large as 5 1C (100 km)™" (i.e,, AS10), although,
more typically, these gradients were less than half this value.
Bottom horizontal temperature gradients were much weaker than
those at the surface. Surface salinities generally decreased from
the southwest (or west) to the northeast or east. Exceptions to this
tendency occurred during some of the first surveys of each year,
when dilute meltwaters were present, (e.g., the A10 survey in
Klondike). In contrast, bottom salinities always increase from the
southwest to the northeast or east.

Bottom salinities decreased from mid-summer through fall at
all sites as the saline winter-formed waters are diluted through
mixing and/or replaced by advection. At the same time, surface
salinities tend to increase as meltwater was removed. A prominent
exception to this trend occurred in 2008, when surface salinities
decreased between August and October in both Klondike and
Burger. Surface waters were generally warmest during the late
August-September surveys, while bottom waters were warmest in
September and early October.

There are two other noteworthy features that emerged from
the 2010 survey. First, the evolution of the surface and bottom
temperatures and salinities in Statoil between the A10 and AS10
surveys suggest eastward movement of moderately warm, salty
waters at the surface and less saline waters at depth. These
changes were similar in character to those at Klondike and suggest
that some fraction of the summer waters in the Central Channel
flowed eastward between 70.61N and 721N (150 km). The other
item of interest is the tongue of relatively cool, dilute surface
waters that extend diagonally toward the southwest across a
portion of Burger between the A10 and AS10 surveys, while
elsewhere in Burger the surface waters became warmer and
saltier. Coincident with these surface changes was the mid-depth
increase in the volume of waters with temperatures 0 01C
(Fig. 3a). Note however, that this mid-depth change did not
substantially change Burger bottom-water properties between
the two surveys. These changes are examined in more detail later.

3.3. Heat budgets

As shown in this section, the largest seasonal changes in
temperature occur in Klondike and Statoil, with both sites adjacent
to and east of the Central Channel. Seasonal temperature varia-
tions in Burger, which lies south of Hanna Shoal, were smallier,
especially over the lower half of the water column. These changes
arise due to seasonal variations in air-sea heat exchange and
differential advection of heat among sites as inferred from an
examination of the heat budget.

Fig. 6 summarizes the heat budgets in terms of the control
volume averaged temperature for each survey, and between-
survey estimates of Q,,, Q,, and Q,, which closes the budget.
There are substantial spatial, seasonal, and interannual differences
in each term and the mean temperatures across sites and years.
Recall, that if |Q,] 0 30 W m~2 then Q.. is indeterminable (signified
by “ind” in the heat budget summaries of Fig. 6).

in general, Qas 4 0 (ie., oceanic warming) in August, but
becomes negative (cooling) by early to mid-September. In August,
the latent and sensible heat fluxes were a source of heating or
cooling, although each of these fluxes was small with average
magnitudes being o 10 W m 2. Both terms extract heat from the
ocean in September averaging -30Wm™2 for Quen and

-20 W m™2 for Qunsivie then. Qiongwave varied from -13 to

-50 W m™2, with an average value of -25W m™2. In 2009,
atmospheric cooling of the ocean began in early September and
was more vigorous that fall than in the other years. This early
cooling was due to episodes of strong northeasterly winds that
promoted vertical mixing and enhanced Qnt and Qsensinie heat
losses by advecting cold air over the shelf from the northeast.

Ocean heat flux convergences show considerable spatial and
temporal variability. At Klondike, this term was always a source of
heat, except between the first two surveys in 2008 and 2009,
when it was either indeterminable or not statistically significant.
In September 2009, Q,. was relatively small ( 39 W m~2) com-
pared to the -70 W m~2 of cooling by Q. By contrast, Q,. was
135 W m~2 in September 2008, and thus solely responsible for the
temperature increase between AS08 and SO08. In 2010, between
the A10 and AS10 surveys, both Q,; and Q,. added heat to the
ocean at Klondike and Statoil. However, Q,, was large, being
160 W m™2 and 137 W m~2 at Klondike and Statoil, respectively,
and exceeded Q, by a factor of 2.

There was little consistency between Q.. at Burger and the
other sites. In fact, Q,. was only significant in two of the six cases.
In both of those cases it opposed the heating or cooling tendency
due to Qg Of particular interest is the fact that between A10 and
AS10, Q. for Burger was -86 W m ™2, whereas Q.. was 160 W m™2
for Klondike and 137 W m™? for Statoil. This negative Q. flux at
Burger was manifested by the increase in the volume of subsurface
waters o 0 1C between A10 and AS10 evident in Burger (Fig. 3a.). It
is also reflected in a section that extended from the southeast
corner of Burger to the northwest corner of Statoil (Fig. 7). In
comparison to the A10 sections, both AS10 sections indicate a
much larger area of water enclosed by the 0 1Cand -1 1C isotherm
in Burger. As suggested below, this influx of winter water was
probably from the northeast and it was accompanied byan 10 m
shoaling the thermocline. In contrast, the warming associated with
Q.. at Klondike and Statoii, at approximately the same time,
involved an influx of warm water over the entire depth of the
water column. Although the heat budgets are crude, the differ-
ences in temperature structure and Q,. are nevertheless large
enough to conclude that there are considerable spatial and
temporal variations in the advective heat flux among these sites.

The large Q,. between A10 and AS10 for Klondike was consistent
with the current and SST record obtained by the Klondike meteor-
ological buoy for the 1 August-16 September 2010 interval. Time
series of the current velocity components and SST measured at 1-m
depth, along with the surface winds (Fig. 8) shows that the surface
currents were generally northeastward with the record-length mean
being 4 cm s™! toward 491T. Although the winds varied throughout
this period, on average they were westward at 4 m s™'. The surface
currents flowed upwind and were downwind only when westward
winds exceeded 6 ms '. The mean surface velocity is similar to
that observed from the Klondike current meter mooring record from
2009 discussed below. In aggregate both current meter records imply
that, at least in summer, there is a strong background flow sufficient
to overcome moderate surface wind stresses.

Through most of August 2010, the flow was accompanied by
temperatures that varied between 251C and 6.51C but that
generally increased through the month. However, on August 29
there was an abrupt increase in SST from 6 1C to 8 1C withina 1-
day period. The mean velocity on this date was eastward at
6 cm¢g’ suggesting that the SST increase was due to the passage
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of a front having a zonal width scale of 5km. The AS10
temperature transect (Fig. 3a) indicates that the 81C water
extended to 15 m depth. Below this depth, temperatures were
cooler ( 41C), although much warmer than water at similar
depths to the northeast. The large Q,. observed at Klondike in
2010 is consistent with these observations.

The mechanism underlying the cooling in Burger induced by
Q,. between A10 and AS10 is less obvious. HFR current maps
(Fig. ©) for this period indicate consistently eastward, northeast-
ward, or northward surface flow, and although the radar mask
does not encompass Burger, it suggests a quasi-uniform surface
flow field for the region north of 711N and west of 1611W. This
flow should advect warm and comparatively salty (surface) water
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Fig. 6. Mean temperatures and heat budget summaries between each sampling
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(green). Units of the heat budget are W m™2. Note the difference in range of the
temperature axes between 2008 and the other years. Asterisks imply that Q. is not
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into Burger from the southwest. Indeed, the average temperature
and salinity increased by 0.51Cand 0.1 within the upper 5 m
of Burger during this period. Quite plausibly Qg could account for
the surface warming. The surface salinity increase could be due to
vertical mixing, but in that case we would expect a concomitant
reduction in pycnocline strength between the two surveys, and
this was not observed. We suggest that the surface flow advected
higher salinity water into at least a portion of Burger and, in
concert with Q,s, warmed the upper few meters of the ocean. The
source of the cold intrusion at depth must then be from the north
or the east of Burger, implying that in this sector of Burger there
was a sub-surface flow counter to the observed surface flow.

Although current meter data were not available in 2010, some
support for this contention comes from the CTD data collected
during the 2010 glider survey (Fig. 1b). Temperature and salinity
sections from the outbound and inbound legs of this survey are
shown in Fig. 10a and b. As the glider moved from the southeast to
northwest on the outbound leg, near surface temperatures and
salinities decreased. However, at depths 4 10-20 m, the entire
section contained cold, salty (T<-11C, S233) water in the region
east of Burger. From August 10-16 the glider moved southward
along the eastern side of Burger. Along this leg, waters deeper than
20 m remained cold, but salinities gradually decreased. Upon
exiting Burger, the glider veered inshore and crossed a sharp
thermal front (at 100km; Fig. 10b) where deep (4 20 m)
temperatures increased by nearly 6 1C over 20 km and where
surface salinities increased from 31 to nearly 32.

3.4. Currents

Time series of the meridional (V) and zonal (U) components of
velocity at Klondike, Burger, and Crackerjack and the NARR wind
velocity components in Klondike ( 71.11N, 165.11W) for 1 August—
6 October 2009 are plotted in Fig. 11 and summary statistics given
in Table 3. The plots include the near-surface record (7 m depth)
and the average of the two deep ( 23 m and 35 m) records, since
there was little difference between these two.

For this period, the average winds were weak ( 1 ms™'), south-
westward (2481T), and not significantly different from zero at the 95%
confidence limit (Table 3). The mean currents at Crackerjack (within
the Central Channel) were north-northeastward at 5cm s™', while
those at Klondike were eastward at 4 cm s™*. At both sites, there was
little current shear between the near- and sub-surface currents both
on average and through time. By contrast, the flow at Burger was
vertically sheared, with southward flow of 5cm s™" near the surface
and southeastward flow of 10cm s~ ' at depth. Although the mean

flows were modest, current speeds of 10-20cm s™' were common
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Fig. 7. Temperature cross-section running diagonally from the northwest corner of Statoil to the southeast corner of Burger from the A10 (left) and AS10 (right) surveys.

C1%0.5 1C. Cruise abbreviations are described in Table 1.
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with maximum values of 40cms™' observed at Klondike and

Burger over a 2-day period in early September.

southwestward along the east side of Hanna Shoal and then veered
westward toward Burger south of 71.5IN. If the surface water

Comparison of the mooring records at Klondike and Burger from
September 8 to the end of the record is also of interest. During this
time the mean flow at all depths in Klondike was northward at
3cms’! (Table 3)and presumably accounted for the Q. of 39 W m™2
(Fig. B). At Burger, the surface flow was southward at 5¢cm s™', while
the deeper flow was southeastward at 10 cm s™'. For roughly the
same time period, the HFR surface currents (Fig. 12) were

properties in this region were cool and fresh (as they were during
the 2010 glider survey), this flow would have cooled and freshened
the surface at Burger. Indeed such a response was observed here
between S09 and SOQ9 (Figs. 4—6a and b). However during the same
period, salinities decreased and temperatures increased at depth in
Burger consistent with the notion of a subsurface southeastward
flow advecting BSW into the southern portion of Burger.
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As a final point, we note that the time series of the near-bottom
temperature records in 2009 (not shown) indicate that temperatures
increased from the near freezing point ( -181C)to01Con23Jyl(at
Crackerjack), 1 August (at Klondike) and 26 August (at Burger)
suggesting that warming of near-bottom waters progressed from west
to east across the shelf. Both the mean currents and these differential
rates of near-bottom temperature changes are consistent with the
preceding inferences and those of Weingartner et al. (2005). They
suggested that some of the water transported northward through the
Central Channel moves eastward (or northeastward) across the central
shelf and then toward the Alaskan coast with this flow gradually
replacing near-bottom winter waters with summer waters from the
Bering Sea. Note also that for the mean velocities at Burger and
Klondike an oceanic heat flux convergence of 100 W m ™2 over a 40 m
deep water column requires a vertically-averaged horizontal tempera-
ture gradient of 1 1C per 100 km. These gradients are not atypical for
the region and so the highest values of Q. (Fi¢. 6) appear reasonable.

3.5. Momentum balances

The mooring data also allow us to approximate the vertically-
integrated zonal and meridional momentum balances from which
we may estimate pressure gradients that drive the circulation. Our
analysis assumes a small (£ 1) Rossby number, which seems valid

as there is no evidence of large horizontal velocity gradients over
this portion of the shelf. Hence we evaluate:
z

n X
Zonal:%—fv%—‘l_ a_p T__E
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PGF,

where U (V) is the depth-averaged zonal (meridional) velocity and
x (y) is the zonal (meridional) coordinate, h is the water depth, fis
the Coriolis frequency evaluated at each site, t is time, n is the sea
surface, po is a reference density (1024kgm™3), and r
(%107 ms™") is the bottom friction coefficient (e.g., Brink
19G8). (Setting r to the high value of 51 107* ms™' does not alter
our conclusions.) All terms were evaluated using daily means. The
surface zonal (meridional) wind stresses, 7*(1¥), were computed
from the 3-h NARR winds following Large and Pond (1981) and
then averaged into daily means. We evaluated all terms except the
vertically integrated pressure gradient forces (PGF, and PGF,),
which are the residuals in the balances. Time series of each term
are plotted in Fig. 13a—c for Crackerjack, Klondike, and Burger,
respectfully, and summary statistics are given in Table 4. Not
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surprisingly, the results indicate approximate geostrophic balance
at all locations over most of the record. Upon time-averaging, the
Coriolis accelerations (and the PGFs) are more than an order of
magnitude larger than the other terms. Similarly, the standard
deviations of the Coriolis accelerations are also much larger than
those for the other terms. For all but one of the balances, the
Coriolis accelerations and the PGFs are significantly different from
zero and the only ageostrophic term not significantly different
from zero is bottom friction. At Burger, this term is non-zero in
both the meridional and zonal balances, whereas it is non-zero for
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Fig. 11. Time series from 1 August—6 October 2009 of the zonal (U) and meridional
(V) components of winds (topmost two panels) and currents at Crackerjack,
Klondike and Burger. Near-surface (7 m) currents are in blue and the deep currents
(the average at depths of 23 m and 35 m are in red). The record length mean
currents are given for each depth and mooring. (For interpretation of the references
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article.)

Table 3

only the meridional (zonal) balance at Klondike (Crackerjack).
None of the terms in the zonal momentum balance at Klondike
were significantly different from zero.

The vertically-integrated pressure gradients consist of a baro-
tropic component (associated with sea surface slopes) and a
baroclinic component due to horizontal density gradients. Esti-
mates of the geostrophic shear from the hydrographic data suggest
that the baroclinic component may, on occasion, account for as
much as 25% of the mean pressure gradient. However, in the
absence of density gradient time series, we assume that the PGFs
are solely barotropic and then estimate the average sea surface
slope at each mooring site. For Crackerjack, the sea surface is
inclined downward toward the northwest (2981T) with a slope of

7cm (00 kmY), at Klondike it slopes downward to the north at

6cm (DOkmY), and for Burger the slope tilts downward
toward the northeast (431T) with a magnitude of 11 cm
(100km)~".

4. Discussion

We have used a variety of data sets to describe the summer-fali
evolution and spatial variability in temperature and salinity
properties over the central portion of the northeastern Chukchi
Sea shelf (specifically the region south of Hanna Shoal and east of
the Central Channel). In early August, the lower half of the water
column consists of cold, high salinity waters formed during the
previous winter, whereas the upper half contains cool, dilute
meltwater and/or warmer and moderately saline BSW that
recently arrived from Bering Strait. Through mid-August, surface
waters warm, primarily through solar heating, and become saltier
as meltwaters are advected out of the region and replaced by BSW.
At the same time, cold, salty bottom waters are gradually replaced
by these warmer but less saline waters. As a consequence of these
advective influences, vertical stratification generally weakens from
August through September. Between late August and mid-
September air—sea heat exchanges cool the ocean, so that the
oceanic heat flux is the sole source of heat to the region. The
oceanic heat flux continues well into October, at least, and so is
important in delaying the ice formation over the northeastern
shelf (Weingariner et al, 2005). Thus in late summer and early fall
both the heat budget and stratification processes over the north-
eastern Chukchi shelf are fundamentally three-dimensional. (On
spatial scales smaller than examined here Timmermans and
Winsor (2013), suggest that horizontal re- stratlflcatlon associated
with the slumping of meltwater fronts may also be important.)

The eastward progression of the warming signal observed in
August and September 2010 implies that some of the BSW moving

Means and standard deviations (in parentheses) for current and wind velocity components for the 1 August—6 October 2009 period at Klondike, Burger, Crackerjack and the
Klondike NARR wind gridpoint (71.061N, 165.061W). Winds were southwesterly from 8/1 to 9/7 and northeasterly from 9/8 to 10/6. Italicized entries indicate significance at

the 95% level. Units for currents (winds) are cms™ (ms™").

8/1-9/7/09 9/8-10/6/09 8/1-10/6/09
Surface Sub-surface Surface Sub-surface Surface Sub-surface
U \ U \ U U \ U \ U \
Burger 10 (13) -3 (10) 12 (6) -6 (8) -6 (12) -5(9) -2 (8) -5 (5) 3 (15) -4 (10) 8 (8) -6 (8)
Net 11to 10717 13 to 1181T 7 to 2301T 6 to 15417 5 to 1801T 10 to 12717
Klondike 8 (8) -3 (8) 8 (6) -2 (6) -1(9) -0 (8) 3 (6) 4 (8) 0(7) 4 (7) 0 (8)
Net 8 to 1121T 8 to 1061T 4 to 34417 3 to 3541T 4 to 931T 4 to 881T
Crackerjack 4 (6) 6 (9) 2 (4) 6 (7) -1(6) 0 (5) 2 (4) 2 (7) 5 (8) 1(4) 5 (8)
Net 7 to 341T 7 to 191T 3 to 3441T 2 to 41T 5 to 231T 5 to 161T
Winds 1(5) 2 (4) -4 (4) -3 (4) -1 (5) 0 (5)
Net 2.3 to 381T 4.8 to 2321T 1 to 24817
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Fig. 12. Mean surface currents obtained from HFR installations at Barrow and Wainwright, in September 2009. The black vectors denote the mean winds at two NARR grid
points. The blue vectors denote surface currents derived from HFR at Wainwright and Barrow. The averaging period was 13-30 September 2009. The study areas Klondike

(K), Burger (B), and Statoil (S) are outlined.

northward through the Central Channel spreads eastward along
the entire 150 km length of the channel bordered by the study
areas. The data collected during A10 and AS10 suggests that more
than half of the volume of the Statoil and Klondike survey sites
was replaced over the 23 days between these surveys. After
integrating along the 150 km channel length and over a 40 m
deep water column, the volume change implies an eastward
transport of 0.1Sv from the Central Channel, with this water
flowing at an average speed of 2cms'. This estimate is
consistent with the mean eastward flow of 4cms™' measured
by the Klondike mooring in summer and fall 2009. Weingartner
et al. (2005) suggested that on annual average 0.2Sv may be
flowing northward through the Central Channel. Although both
transport estimates are crude, together they suggest that a sizeable
fraction of the channel transport may be lost to the east before it
reaches the outer shelf west of Hanna Shoal. This eastward
transport should eventually contribute to the outflow in Barrow
Canyon.

Circulation models (Winsor and Chapman, 2004, Spall, 2007)
indicate that as this eastward flow moves across the central shelf
toward the coast, it converges along the southern portion of
Burger. This resuit is consistent with the mean currents measured
at the Burger mooring for the August to early October period in
2009. Here, the flow in the lower half of the water column was

10cm s™' to the east-southeast, nearly twice that of Klondike
during the same period. In both models, this convergence is
reflected in the streamlines which wrap clockwise around the
northern and southeastern sides of Hanna Shoal. From here, some
of the model streamlines continue to the southwest before retro-
flecting eastward toward the Alaskan coast. The models’ retro-
flection point appears to occur in the vicinity of Burger.

Our observations indicate that water properties in Burger are
generally quite different than those at Klondike and Statoil. In
particular, meltwatersare more prevalentand dense bottom waters
remain in Burger much longer than at the other sites. There may be
several reasons for the greater persistence of winter water at
Burger. First, it may simply reflect the longer time required for
BSW to move eastward from the Central Channel and flush the

waters from Burger. Second, the models suggest that, on average,
dense winter water from the east side of Hanna Shoal is fed into
Burger. This is consistent with our inference that oceanic advection
cooled Burger between the A10 and AS10 surveys. It is also
consistent with the observed increase in the volume of cold waters
seen at depth in the sectionsshown infigs 4daand 8, swedngth
source of this cold water was north or northeast of Burger. Finally,
we note that dense cold pools, underlying a less dense surface layer,
may be inherently stagnant features on shaliow continental shelves
(Hill, 1998). The near-bottom baroclinic circulation attendant with
such pools tends to spin down rapidly over a few days due to
bottom friction, leaving the flow concentrated in the surface layer.
Although our observations cannot determine which of these
mechanisms is dominant, all may contribute to the persistence of
dense bottom waters in Burger. Whether operating in aggregate or
independently, convergence and/or stagnant bottom flow in the
northeast corner of Burger could resuit in higher carbon deposition
rates here compared to Klondike and Statoil. Similarly, the pre-
valence of surface meltwaters at Burger is consistent with the first
two mechanisms. Moreover, because meltwater probably resides
over Hanna Shoal through much of summer, northerly winds may
quickly advect this water into Burger, enhancing the stratification
here relative to the other sites. We conclude that Burger receives
different water masses at the surface and at depth in summer. At
depth this includes Bering Sea Water from the west and winter
water from the northeast. The surface circulation may alternately
contribute dilute, cool meltwaters from the northeast or warmer,
more saline waters from the south. However, it is not completely
clear how these differential fluxes compete over time and across
Burger.As shown by the other papersin this issue, there are distinct
biological attributes between Burger and the other sites (Glanchard
et al., 2013a, 2013b; Questel et al., 2013, Norcross et al., 2013), with
these differences plausibly attributed to variations in water proper-
ties, stratification, and carbon deposition rates that are a conse-
quence of the circulation dynamics.

We have used the current meter data to estimate the momen-
tum balance over the central shelf. The flow is predominantly
a balance between the Coriolis accelerations and barotropic

ED_001324_00000309-00015



20 T. Weingartner et al. / Continental Shelf Research 67 (2013) 5-22

40 5 4
30 4 Loag " 4
% 20 4 w £ W w4
E w0 4 P AT =
oo — ‘A\ - E L
= a0 3 - Y Loz EEE
T 20 \\/v\/\\f/ 7 2 % "
30 5 e 20
4 ~ 57
A ERENR o~ A
Foz R ”" - L s ]
< 43 V - hY ES
s 3 EGRUI
P - 46 W
10 3 E - 30 -
AT -2 & Tom g
E 1w o Fow
L e L I
2 ] NS Ehes 3]
2 20 AN = 3
30 ] i ET
5 o ¥
o 2o 40y
g o 4 = . ey S » & o]
: g v g
-5 T T T T T T T T i Y T e T ¥
LA A A R A N N B A N S
R A N - A A
4~
30 4
[ A .
TR fot JAY AW,
Ly L g P
£ Y
20 4
365
. 85
Ty pavely .
H
L 5 V T
e 4
P
a0 sy
E o ]
L oo
ST
= ]
A
E 4 _{\ =W
El
-5 T T T T ¥
- Y T Y -
fF 7 & F 5 F F

A i
R

2,

&

&

Fig. 13. (a) Time series from 1 August—6 October 2009 of the terms comprising the zonal {two upper panels) and meridional (two lower panels) momentum balances for
Crackerjack. The terms in the geostrophic balance are plotted separately from the other terms for clarity. The other terms are local acceleration (black), bottom friction
(magenta), and wind stress (red). For the geostrophic terms the Coriolis acceleration is black and the pressure gradient force is blue. The horizontal blue line in the
geostrophic balance plots is the mean pressure gradient force. (b) Time series from 1 August—6 October 2009 of the terms comprising the zonal (two upper panels) and
meridional (two lower panels) momentum balances for Klondike. The terms in the geostrophic balance are plotted separately from the other terms for clarity. The other
terms are local acceleration (black), bottom friction {magenta), and wind stress (red). For the geostrophic terms the Coriolis acceleration is black and the pressure gradient
force is blue. The horizontal blue line in the geostrophic balance plots is the mean pressure gradient force. (¢) Time series from 1 August—6 October 2009 of the terms
comprising the zonal (two upper panels) and meridional (two lower panels) momentum balances for Burger. The terms in the geostrophic balance are plotted separately
from the other terms for clarity. The other terms are local acceleration (black), bottom friction {magenta), and wind stress (red). For the geostrophic terms the Coriolis
acceleration is black and the pressure gradient force is blue. The horizontal blue line in the geostrophic balance plots is the mean pressure gradient force. (For interpretation

of the references to color in this figure legend, the reader is referred to the web version of this article.)

pressure gradients because all other terms in the momentum
balance, except bottom friction, were not statistically different
from zero. Mean sea-surface slopes range from 6cm to 10cm
(100 km)~" over the central shelf and slope downward to the
northwest at Crackerjack, to the north at Klondike, and to the
northeast at Burger. The magnitudes of these slopes are compar-
able with estimates of the mean sea surface slope of 5-10cm
(100 km)™! between the Pacific and Arctic oceans (Coachman
et al,, 1975; Stigebrandt, 1984, Aagaard et al., 2006). Our mean
sea surface slope estimates were computed over a period of time
when the mean wind stress was negligible, hence these values
may be useful for comparison with results from numerical models
subject only to the inflow through Bering Strait. They also provide
a useful benchmark for comparison with other seasons when the
surface stress may be larger due to stronger winds and/or drifting
sea—ice.

There were also considerable year-to-year differences in ocean
temperature distributions at the time of the first surveys. In 2008,
average early August temperatures were -11C in Burger and

0.51C in Klondike. In comparison, mid-August 2009 (2010) tem-
peratures were nearly 31C (21C) at Burger and 41C (2.7 1C) at
Klondike. While some of this variation may arise due to differences
in local Q. prior to the initial survey dates in each year, they are not

due to year-to-year variations in Qg. Throughout summer, net solar
radiation is the largest positive component of Q. For the three years
considered, interannual differences in the mean daily June—July net
incoming and albedo-corrected solar radiative flux (based on Barrow
ARM measurements) were: 178 W m™2 (2008), 181 W m™2 (2009),
and 196 m™2 (2010). These differences are small and result in a
maximal temperature difference of only 0.7 1C when integrated over
a 40 m deep water column after two months of solar heating at the
given rates. Instead it appears that much of the interannual tem-
perature variability early in the season is associated with processes
occurring farther south and/or with the winds. The former sugges-
tion is supported by satellite thermal imagery for the region between
166-1701W and 68-691IN (denoted by the box in Fig. ta). We
averaged all available thermal images in this box over the 3-12 July
interval of each year. (These dates were the only ones for which these
data were available in each year for such a comparison). In 2008, the
mean SST was 3.7 1C, while the comparable means in 2009 and 2010
were 54 1C and 5.2 1C, respectively. Most likely the temperature
differences among years were established over the Bering Sea shelf
and advected northward into the Chukchi Sea. Winds were also
considerably different in each year. For example, in 2008 mean
monthly winds for August and September were northeasterly
( 3ms™") on average over the northeastern shelf and relatively
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Table 4
Statistics for the terms in the Burger, Klondike, and Crackerjack momentum balances for the 1 August 1—6 October 2009 period. Bold-faced values are statistically significant

at the 95% confidence level. Units are in 107% m? s", s is the standard deviation, and Ci is the 95% confidence interval on the means.

Burger ZONAL Burger MERIDIONAL

aU=at -V ™=poh rU=h PGFy ov=at fu ™=pyh rV=h PGFy
Min -1.40 -19.42 -6.81 -0.60 -17.50 -13 -32.73 -2.86 -0.31 -29.82
Max 1.58 23.83 3.55 0.53 23.33 1.12 37.08 34 0.38 33.98
Mean -0.04 6.70 -0.43 -0.13 7.23 0.008 7.84 -0.04 0.11 7.78
s 065 8.45 1.93 0.24 773 0.53 14.65 1.21 0.14 13.67
Ci 0.19 247 0.56 0.07 226 0.15 4.28 0.35 0.04 4.00

Klondike ZONAL Klondike MERIDIONAL

aU=at -fv T*=pyh rU=h PGFy av=at fu =poh rV=h PGFy
Min -1.38 -22.95 -6.34 -0.74 -21.75 -127 -29.28 -3.93 -0.43 -25.68
Max 173 24.78 422 0.54 20.69 1.31 39.66 3.83 0.46 36.68
Mean -0.048 0.19 -0.42 -0.11 067 -0.001 572 -0.16 0.004 587
s 060 8.46 1.98 0.21 7.5 0.46 11.33 1.51 0.16 10.25
Ci 0.18 251 0.59 0.06 22 0.14 3.36 0.45 0.05 3.04

Crackerjack ZONAL Crackerjack MERIDIONAL

aU=at -fv T*=pyh rU=h PGFy av=at fu ™=poh rV=h PGFy
Min -0.79 -26.95 -537 -0.38 -26.13 -104 -14.41 -3.33 -0.42 -13.12
Max 1.00 11.66 3.58 0.22 13.16 1.09 23.95 3.25 0.18 21.96
Mean -0.02 -6.54 -0.35 -0.03 -6.18 -0.02 2.31 -0.11 -0.10 2.50
s 0.38 9.14 177 0.12 9.09 0.41 7.40 1.33 0.14 6.73
Ci 0.11 287 0.52 0.04 265 0.12 2.16 0.39 0.04 1.97

steady. The mean winds in 2009, were southwesterly in August and
northeasterly in September. In 2010, the winds were easterly or
southeasterly in both months at 2 ms™'. The preponderance of
winds from the northeast in 2008 would retard meltwater removal
from the region and, perhaps also, the seasonal displacement of
dense bottom waters. This suggestion is consistent with the HFR
measurements and the Burger current meter record in September
2009 (Fig. 12), during which time the surface flow was south-
westward when the winds were from the northeast.

As a final comment, we note that the spring sea—ice distribution
and its subsequent evolution differed considerably among the years
sampled. In 2008 and 2010, open water first appeared in early May in
the northeastern Chukchi Sea and then spread westward from the
Alaskan coast in an apparent response to easterly winds. Meanwhile,
Bering Strait and the southern Chukchi Sea remained ice-covered
until late May. In contrast, ice in 2009 began retreating northward
from Bering Strait in early May, with this retreat pattern maintained
through late June. However, only in late June did ice begin to retreat
westward across the northeastern shelf following a burst of easterly
winds. Although these early differences in ice retreat were striking,
they were not prominently reflected in subsequent temperature and
salinity differences, nor do they appear to be good predictors of the
ice cover in late July or early August. For example, ice began
retreating early in 2008, but the retreat stalled over the northeast
shelf from mid-July through August as winds blew steadily from the
northeast. The collapse of the ice retreat likely resulted in the
relatively large volumes of meltwater over the study region in
2008. In contrast, although ice retreat over the northeastern shelf
occurred much later in 2009, this delay was not reflected in an
inordinate amount of cool, dilute meltwater.

Although August temperature and salinity properties of the
water column did not appear sensitive to the springtime evolution
of sea-ice retreat, biological production may be significantly
affected. Westward retreat of ice from the Alaskan coast in early
May should have promoted pelagic primary production in spring
2008 and 2010. In contrast, sympagic primary production was
probably the dominant mode of phytoplankton production in
spring 2008. Regardless of production mode, much of the spring
production is ungrazed because zooplankton abundance does not
increase significantly until later in the summer (Questel et al,
2013). Thus, the timing and rates of primary production and the

amount of phytoplankton biomass produced quite likely differed
among these years.

5. Conclusions

Our results underscore the important role that advection of Bering
Sea Water exerts on the summer and fall water properties of the
central Chukchi Sea shelf as well as the processes controlling this
shelf's heat budget and stratification. These processes, temperatures,
and salinities vary remarkably over relatively small ( 50-100km)
distances across the 40-45-m deep northeastern Chukchi shelf. The
spatial variations reflect potential vorticity constraints, induced by the
bathymetry, on the flow. Numerical models and observations suggest
that Bering Sea Water spreads eastward from the Central Channel,
gradually replacing surface meltwaters and deeper winter waters from
the region. On the other hand, the predicted clockwise movement of
water around Hanna Shoal wouid tend to transport dense, winter-
formed waters back into the same general area. Convergence of these
different water masses may explain much of the spatial variability in
observed water properties and processes. Our heat budget analysis,
although crude, suggests that accurate predictions of fall ice formation
requires a better understanding of the circulation and air-sea heat
exchanges, since these appear to oppose one another in fall. Additional
measurements are now underway to examine the regional circulation
and air-sea heat exchanges in more detail.
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Abstract

Alaska Northern Slope (ANS) crude oil and Cold Lake Blend (CLB) diluted bitumen
were used to evaluate the effects of dispersants, mixing energy, and mixing time on the
dispersibility of surface oil spilled in the baffled flask seawater mixing system. The
dispersion effectiveness and oil droplet size distribution of two oils were measured under
various conditions. The addition of dispersant steadily increased small ANS oil droplets
with increasing mixing time. The increase in mixing energy resulted in faster formation
of smaller droplets, reflecting very effective dispersion at higher mixing energy in the
presence of dispersant. In contrast, limited oil dispersion occurred either exposed to high
or low mixing energy without dispersant. For the CLB dispersion, relatively poorer
dispersion was observed under the definite condition, which may be due to the high
viscosity of CLB as opposed to that of ANS. The results showed that dispersion
effectiveness and oil droplet size distribution were comprehensively controlled by the
addition of dispersants, mixing energy and time, and oil viscosity. This potentially
provided a robust tool to optimize these parameters for the best oil dispersion

performance in response to future oil spill accidents.

Keywords: dispersion effectiveness, droplet size distribution, dispersant, mixing energy,
mixing time
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1. Introduction

Due to increased offshore oil production, gas exploration, and crude oil
transportation from offshore platforms, oil spill accidents have occurred in the past few
decades. Two worst oil spills in U.S. history, the Exxon Valdez spill in 1989 (Boufadel et
al. 2010, Li and Boufadel 2010) and the BP Deepwater Horizon (DWH) spill in 2010,
brought about disastrous environmental consequences (Atlas and Hazen 2011). The
Exxon Valdez spill released ~42 million liters of crude oil, while the BP DWH spill
released ~780 million liters of crude oil into Gulf of Mexico (Atlas and Hazen 2011,
Boufadel et al. 2014, Zhao et al. 2014, Zhao et al. 2015 ). In response to the spills,
chemical dispersion has been widely accepted as an effective mitigation technique.
Unprecedented amounts (~8 million liters) of dispersant (1.1 million liters of Corexit
9527A and 6.8 million liters of Corexit EC9500A) were employed in the Gulf of Mexico
to mitigate the impact of the DWH spill (Kujawinski et al. 2011, Gong et al. 2015). The
dispersion effectiveness (DE) is a key parameter in determining whether to use
dispersants as a spill response option (Moles et al. 2002). It is important to recognize that
many factors influence dispersant performance, including oil composition and properties,
mixing energy, mixing time, state of oil weathering, fluid dynamics, the type of
dispersant used and the amount applied, temperature, and salinity of the water (Clayton et
al. 1993, Brandvik and Daling 1998, Blondina et al. 1999, Wrenn et al. 2009, Mukherjee
etal. 2011).

Oil spilled on the water surface spreads as a surface oil slick due to its interfacial
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tension with water. Oil droplets form due to waves and wind (Moles et al. 2002). The
submergence of oil droplets is enhanced by the application of dispersants which makes
the droplets small. The size distribution of the oil droplets affects when these droplets
resurface or remain dispersed in the water column (Boufadel et al. 2006, Boufadel et al.
2007, Chen and Yapa 2007). The interfacial area of oil droplets is also of utmost
importance for o1l dissolution and biodegradation (Vilcaez et al. 2013, Viveros-Thrift et
al. 2015) Hence, estimation on the droplets size distribution is essential for quick and
effective accidental oil spill response and contingency planning.

The complexity of physical and chemical interactions among oil, dispersants, and
the seawater raises questions on how the use of dispersants, mixing energy and time
impact the dispersion performance and droplets size distribution. Oil dispersants are
complex mixtures of surfactants and solvents, which are frequently used after an oil spill
to enable o1l to mix with water more easily. O1l treated with dispersants is broken up into
small droplets and get entrained into the water column when exposed to mixing energy
(Kaku et al. 2006, Kaku et al. 2006, Li et al. 2008, Li et al. 2009, Li et al. 2009). Oil
droplet dispersion i1s promoted by turbulence resulted from mixing energy imposed by
waves (Delvigne 1993, Kaku et al. 2006). Additionally, mixing energy is one of the most
important factors in determining the dispersion performance in the absence of dispersant,
which is usually the case of natural dispersion. Relative to mixing energy, mixing time
was reported to exert an insignificant effect on DE (Sonal et al. 2004). However, other
researchers reported that mixing energy and time own statistically significant influences

on DE (Mukherjee and Wrenn 2009).
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To improve understanding of how and when to apply dispersants to minimize the
negative impact of accidental oil spills, the effects of mixing energy and time on the
dispersion performance and oil droplet size distribution with/without dispersant were
systematically investigated in this work. The overall objective of this work was to
compare the DE and droplet size distribution between two oils (Cold Lake Blend diluted
bitumen, CLB and Alaska North Slope crude oil, ANS) without and with dispersants at

different mixing energies and times.

2. Experiment

2.1 Synthetic seawater

Synthetic seawater (salinity 34 ppt) was prepared by dissolving 34 g of the
commercially available Instant Ocean sea salt (Aquarium System of Mentor, Ohio, USA)
in 1 L of ultrapure deionized water (Millipore, 18.2 MQ*cm). The mixture was
vigorously agitated using a magnetic stirrer. The seawater was filtered through 0.2 um
membrane filters (Millipore) to remove any suspended materials that might interfere with

particle size measurements, and the solution was kept in the refrigerator at 15 + 1 °C.

2.2 Baffled flask test

The EPA official standard protocol baffled flask test (BFT) was adopted to
evaluate the dispersion effectiveness. The BFT protocol relies on using a 150-mL screw-
cap trypsinizing flask with four baffles equally distributed on the side to allow for better
mixing. The baffled flask was equipped with a glass stopcock near its bottom, so that a

subsurface water sample could be collected without disturbing the surface oil layer.
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The BFT protocol (Venosa and Holder 2013) is described as followings. A
volume of 120 mL synthetic seawater was added to the baffled flask, followed by the
addition of 100 uL of ANS or CLB using a 250-pL SGE™ gastight glass syringe with a
steel luer lock tip. The oil was dispensed onto the center of the water surface gently. The
exact mass of oil added was derived from the weight difference between the glass syringe
with oil and that after dispensing the oil. Subsequently, 4 uL of Corexit 9500 (Nalco
Energy Service, L.P. Sugar Land, TX) was added to the center of the oil slick in the
baffled flask using a 1-10 pL Brinkmann Eppendorf repeater plus micropipette (Fisher
Scientific, Pittsburgh, PA), giving the dispersant-to-oil volumetric ratio (DOR) of 1:25.
The Corexit 9500 should be released as close as possible to the surface of the oil slick

without actually touching it.

Following the addition of oil and dispersant, the flask was placed on the orbital
shaker (Lab-Line Instruments Inc., Melrose Park, IL), with a variable speed control unit
(40400 rpm) and an orbital diameter of 2 c¢cm, to provide designed mixing energy to the
solutions in the test flasks. The experiments were performed in the Thermo Scientific
Precision™ refrigerated incubator at 15 + 1 °C. The rotation speeds selected in this work
were 125 and 250 rpm. After each mixing time interval (5, 10, 60, and 120 min), the flask
was removed from the shaker and kept stationary on the bench top for 10 min.
Subsequently, the first 5 mL of sample was drained from the stopcock and discarded
(Soral et al. 2004, Sorial et al. 2004). Then, 40 mL of sample was collected into a 50 mL
graduated cylinder. A subsample of 30 mL was used to measure oil concentration.

Another 1 mL of subsample from the remaining 10 mL was used to measure the oil
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droplet size distribution in the water column.

2.3 Oil standard procedure

For calibrating the Ultraviolet(UV)-Vis spectrophotometer, the oil stock solution
was prepared by adding 2 mL of ANS or CLB measured using a 1-mL gas-tight syringe
to 18 mL of dichloromethane (DCM, pesticide quality), and the concentration was then
determined gravimetrically. Specific volumes (20, 50, 100, 150, 200, and 300 pL) of the
oil stock solution were added to 30 mL of synthetic seawater in a 125-mL separatory
funnel to generate 6-point calibration curve. Liquid-liquid extractions were performed
(EPA 1996). The extraction procedure included (1) decanting the sample from the flask
to a separatory funnel, (2) adding DCM and shaking vigorously for ~2 minutes, (3)
allowing the DCM-oil and water phases to separate for ~5 minutes (the DCM is heavier
than water and thus occupies the bottom of the separatory funnel), and (4) opening the
stopcock and allowing the lower layer (DCM-oil phase) to drain into a clean glass
beaker. Drain just to the point where the upper layer barely reaches the stopcock. The
procedure was repeated until complete separation (DCM layer turned colorless).
Subsequently, the extract was passed through column containing glass wool and
anhydrous sodium sulfate to remove residual moisture, followed by adjusting the final
extract to 30 mL using DCM. The samples were stored in 50-mL crimp style glass vials
with aluminum/Teflon seals and mixed by inverting many times and then stored in a

refrigerator at 4 °C until the time of analysis. The holding time was < 2 weeks.

For the dispersant-treated oil, an oil plus dispersant stock standard was first
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prepared. The density of a stock solution consisting of 2 mL of specific reference oil,
80 uL of Corexit 9500, and 18 mL of DCM. The stock solution was used to prepare a 6-

point oil standard calibration curve for treatments with dispersant as mentioned above.

The oil concentration was measured through the absorbance of the oil solution in DCM
using a UV-VIS spectrophotometer (Cole Parmer 4802 Scanning Double Beam
UV/Visible Spectrophotometer, IL, USA) at the wavelengths 340, 370, and 400 nm . The
DCM was used as a blank solution initially, followed by the analysis of oil standards and
samples. The absorbance was plotted against the wavelength and the area under the curve
was calculated using the trapezoidal rule as following (Venosa and Holder 2013) :

(Abs,,,+Abs,, )x30 N (Abs,, +Abs,, )x30
2 2 (1)

Area =

where, Abssi, Abss and Abss are absorbance values at 340, 370, and 400 nm,
respectively. The area in Eq. 1 was used to calculate the total oil dispersed in the water

column following the equation:

A 14
Total oil dispersed (g) = ———— red XV o X
Calibration Curve Slope V. @)

DE 1s defined as the amount of total o1l dispersed in the water column divided by the total

amount of oil added (the percentage of o1l dispersed) shown as follows:

_ Total oil dispersed y

DE 100

mgy (3)

where Vpewm 1s the volume of DCM extract; Vi 1s the total volume of seawater in the

baffled flask; V. 1s the total volume of seawater extracted; moi (g) is the mass of the
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specific test oil added to test flask. The same calculations were made for the oil without

dispersant.

2.5 Oil droplet size distribution

The oil droplet size distribution was measured using a LISST (Laser In-Situ
Scattering and Transmissometry, LISST-100X, Type C, Sequoia Scientific, Seattle, WA)
particle-size analyzer. The particle size distributions were subdivided into 32 particle size
intervals located logarithmically from 2.5 to 461 pum in diameter. A volume of 1 mL
sample was withdrawn from the stopcock of the baffled flask and diluted with 120 mL of
DI water, and then poured carefully into the LISST chamber. The number concentration
of the particles should be <10* mL™ to prevent coincidence counting (Mukherjee and
Wrenn 2011) thereby requiring a sample dilution factor of 100-5000 before measurement.

The pipette tips were cut to enlarge the opening (22 mm) to minimize the effects of

sample transfer on the droplet size distribution.

2.6 Interfacial tension (IFT) measurement

The instrument Grace M6500 Spinning Drop Tensiometer (Grace Instrument,
Houston, Texas, USA) was used at room temperature to measure the IFT between oil and
Ohmsett water. The glass capillary tube (2 mm ID, 95 mm long) was sequentially rinsed
with DI water and artificial seawater before loading samples. A syringe with a needle
containing ~0.25 mL of seawater and dispersant mixture was injected into the tube. Then,

another syringe with a needle filled with oil was inserted into the already filled tube. The
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oil was then pushed slowly to produce a droplet without generating any air bubbles. The
needle was removed quickly in order not to leave any oil residue, and to get a pendant oil
droplet. Subsequently, a Viton O-rings was inserted into grooves cut in the cylindrical
Teflon plug’s circumference, following which the Teflon plug was inserted snugly into
the open end of the tube. The chamber then started rotating at selected speeds. When the
droplet shape was steady, the diameter of the droplet and rotation speed was recorded for
the calculation of IFT using Eq. 4:

v=1.44x107(AP)(D*)(6%) )
where, v 1s the IFT in mN/m, AP is the density difference water and oil, expressed in
g/mL, D is the diameter of the droplet in mm read directly from the instrument, and 8 is

rotation in rpm read directly from instrument.

3. Results
3.1 Dispersant Effectiveness

Figure 1 shows the DE of ANS crude oil without and with dispersant after 5, 10,
60, and 120 min of mixing at 125 and 250 rpm. Slight changes in DE as increasing time
and mixing energy occurred for the cases without dispersant. DE in the absence of
dispersant was a few orders of magnitude smaller than those with dispersant at the
definite mixing energy and time. For example, DE at 125 rpm was 3.59% (Figure 1)
without dispersant after 120 min of mixing, ~10-folds smaller than that (32.33%, Figure
1) with dispersant for the same mixing energy and time. This suggested the dominant role

of dispersant in the increase of DE of ANS oil. Mixing energy and time exerted limited

10
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impacts on the oil dispersion in the absence of chemical dispersant.

In the presence of dispersant, DE increased as increasing mixing energy and time.
DE increased from 6.16% to 32.33% and from 39.17% to 55.29% after 5-120 min of
mixing for the rotation speed of 125 rpm and 250 rpm, respectively. After 5 min of
mixing, one noted that a significant increase in DE at 250 rpm (39.17%) than that at 125
rpm (6.16%). This indicated that mixing energy is a crucial element in enhancing the
ANS oil dispersion. An early report concluded that the energy applied, energy dissipation
or mixing energy may be the most important factor relating to dispersant effectiveness
(Fingas and Banta 2008). In a real o1l spill scenario, mixing energy is required to disperse
large oil slick into small o1l droplets following the application of dispersants. Increasing
mixing energy produces smaller eddies formed from the energy dissipation, thus
facilitating the breakup of o1l droplets (Chandrasekar et al. 2005). The vigorous mixing
imposed by waves is critical for successful application of dispersants (Boufadel et al.
2006, Kaku et al. 2006, Boufadel et al. 2007). Hence, DE 1is influenced by the ocean
state. The rougher ocean state brings about better mixing of oil and dispersants,

ultimately resulting in higher DE (Chandrasekar et al. 2005, Kaku et al. 2006).

Figure 2 reports the DE of CLB oil without and with dispersant after 5, 10, 60,
and 120 min of mixing at 125 and 250 rpm. For the cases without dispersant, negligible
DE of CLB was observed at 125 rpm. An increase in mixing energy (250 rpm) led to a
limited elevation in DE of CLB. This indicated the inability of mixing energy to disperse
CLB effectively without dispersant. Additionally, mixing time had a negligible effect on

the DE of CLB in the absence of dispersant. Similar to DE of ANS crude oil, mixing

11
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energy performed a significant function in the degree of DE in the presence of
dispersant. Figure 2 shows that DE of CLB was greater at high mixing energy (250 rpm)
than that at low mixing energy (125 rpm) with dispersant. In the presence of dispersant,
DE of CLB was in a range of 0.87% to 3.59% at 125 rpm, while it spanned from 11.40%
to 22.98% at 250 rpm. Thus, the results revealed that dispersibility of CLB was primarily
governed by the addition of chemical dispersant. This reflected the fact that Corexit 9500
is designed to facilitate the formation of small droplets to improve the dispersibility of

oil.

However, the degree of DE for CLB was several orders of magnitude smaller by
comparison to that for ANS in the presence of dispersant, which may be ascribed to the
different viscosity of two types of oil. CLB has a viscosity of 150 mPa-s at 15 °C
(Environment Canada), more than 10-fold larger than that of ANS (13.11 mPa-s at 15 °C)
(Fingas 2010), which makes the dispersant access the CLB oil slick with difficulty. Thus,
it 1s possible that oil viscosity regulates how the dispersant behave in the oil/water
interface, namely dispersant may not penetrate and mix well with CLB. This is in a close
agreement with an earlier report that oil viscosity may determine mixing of dispersant
into the oil slick. For more viscous oil, dispersant may be washed away before it mixes

with the oil (Lee et al. 1981).

Note that the temporal changes in DE for CLB with dispersant were inconsistent,
with a steady increase for the first 10 min of mixing, followed by a slight drop after 60
and 120 min of mixing at 250 rpm. DE of CLB continuously increased from 0.88% to

1.93% for the first 10 min of mixing, after which it dropped to 1.63% after 60 min of

12
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shaking for the case with dispersant at 125 rpm. Unlike the ANS crude oil, mixing CLB
and seawater for 120 min tended to prevent the CLB from continuous formation of small
oil droplets from large oil slick, thereby reducing the extent of DE for CLB. This
demonstrated that CLB droplets tended to recombine to resurface and reform surface

slicks over time.

3.2 Oil droplet size distribution

3.2.1 ANS

Figure 3 reports the ANS oil droplet size distributions under different mixing time
in the absence of dispersant for the low mixing speed of 125 rpm. In the absence of
dispersant, the ANS exhibited fairly poor dispersion where the majority of the oil
concentrated at or near the largest droplet size (~500 um). Very limited oil was dispersed
into the water column and its concentration was relatively small. After 2 h of mixing, the
volume median diameter of the sample, dsp = 346.57 pum, is >50 orders of magnitude
larger than that in the presence of dispersant under the same mixing speed, indicating that
mixing for 2 h was insufficient for effective dispersion without the aid of dispersant. In
addition, the absence of dispersant at 125 rpm generated dso = 406.08, 180.82, 219.54,
and 346.57 um after 5, 10, 60, and 120 min of mixing, respectively. This suggested that
the mixing time was unable to break up large ANS oil droplets into small ones without
dispersant. The oil droplets produced by the mixing energy were typically larger than 100
um and appeared to ascend and coalesce at the surface, reflected by the increase in dso as

increasing time. This may be due to the fact that physical dispersion is commonly
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unstable and the destabilized physically dispersed oil droplets are inclined to
coalescence to form large droplets. Large droplets will rise relatively quickly to the
surface and reform the oil slick, while small droplets will rise more slowly and can be
driven far away from the discharge location assisted with currents prior to getting to the
surface (Johansen et al. 2013). The uniformly unimodal oil droplets size distribution was
observed as limited effects of low mixing energy and mixing time in producing smaller

oil droplets existed in the absence of chemical dispersant.

Figure 4 shows the ANS oil droplets size distribution in the absence of dispersant
for the high rotation speed of 250 rpm. Unimodal, bimodal or multimodal droplet size
distributions were observed for different mixing time. Similar to low mixing energy
condition (rotation speed: 125 rpm), the absence of dispersant resulted in ineffective
dispersion of crude oil in comparison with that in the presence of dispersant, indicating
great importance of dispersant in promoting chemical dispersion. However, use of a high
mixing energy (rotation speed: 250 rpm) without dispersant allowed more efficient
dispersion, reflected by ~4-fold smaller values of dso at 250 rpm than those at 125 rpm at
the corresponding mixing time. Therefore, mixing energy became the most important
factor in influencing the formation of smaller oil droplets for the case of physical

dispersion.

Figure 5 shows ANS oil droplet size distributions over mixing time with the
addition of dispersant at 125 rpm. Bimodal droplet size distribution was observed for the
sample mixing for 5 min. The other samples mixing for 10 min ~ 2 h had a unimodal

droplet size distribution. In the presence of dispersant, ANS crude oil was continuously
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dispersed into the water column and large droplets were gradually broken up into small
ones over time when mixing at 125 rpm, evidenced by the declining order of the
characteristic droplet size, the volume median diameter dsp = 41.28, 151.57, 20.62, and
6.29 um after 5, 10, 60, and 120 min of mixing, respectively. This indicated that the
addition of dispersant steadily increased the amount of small oil droplets of ANS with
increasing mixing time. Figure 5b shows that after 60 min of shaking, ~ 70% of droplets
with < 70 pm was produced, while only ~30% of < 70 pm droplet size distribution was
observed after 10 min of shaking. The findings were in a close agreement with earlier
studies which have indicated that oil droplet sizes in the presence of dispersant under
wave conditions span in the range of 2.5-70 pm in a unimodal, bimodal or multimodal

droplet size distribution (Li et al. 2009, King et al. 2015).

Figure 6 reports the ANS o1l droplets size distribution at different times using
higher mixing energy (rotation speed: 250 rpm). In the presence of dispersant, increasing
the mixing energy by two times resulted in faster formation of smaller droplets, reflecting
very effective dispersion at higher mixing energy. After 5 min of shaking, more than 80%
of droplets were < 3 um. The amount of smaller droplets (< 10 um) increased as
increasing mixing time. The smallest droplets may remain dispersed in the water column
for an extended time period by vertical oceanic turbulent (Johansen et al. 2013). In
comparison with the oil dispersion at lower mixing energy, the significant increase in the
production of small oil droplets in the water column at the corresponding time using
higher mixing energy illustrated the importance of mixing energy in the dispersibility of

crude oil in the presence of dispersant. This was in accordance with a previous study
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stating that mixing energy is required to entrain small oil droplets into underlying water
column with either a physical or chemical approach (Abdelrahim 2012). The oil and
water interface becomes less stable after the use of dispersant and natural wind or wave
turbulence aided by interfacial energy gradients will have a tendency to cause oil drops to
shear from the slick (Mackay et al. 1984). Figure 4 shows smooth curves indicating that
the chemically dispersed ANS oil droplets using higher mixing energy had a uniform and
unimodal droplet size distribution and no propensity to ascend and coalesce at the surface

to reform the oil slick.

3.2.2 CLB

Figure 7 shows the CLB droplet size distribution in the absence of dispersant at
125 rpm. Poor dispersion was observed due to the absence of dispersant. One notes a
negligible change in the concentration of small CLB droplets after 5 and 10 min of
mixing time. As the mixing time proceeded to 60 and 120 min, a slight increase in the
smaller CLB droplets (< 200 pm) was noted, which indicate that mixing time had a
certain but very limited effect on the CLB dispersion in the absence of dispersant. The
undispersed CLB had a unimodal oil droplet size distribution shape after 5 and 10 min of
mixing, while multimodal and broad droplet size distributions were observed after 60 and

120 min of mixing.

Figure 8 reports the CLB particle distribution in the absence of dispersant at 250
rpm. Similar to the case at 125 rpm, CLB at 250 rpm in the absence of dispersant

remained undispersed and little CLB was driven into the water column; further indicating
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that dispersant played a significant role in dispersing large oil droplets into small ones in
the water column. This also suggested that the interface between CLB and water resisted
deformation and remained relatively stable, even with the assistance of high mixing
energy in the absence of dispersant. After 5, 10, and 60 min of mixing, CLB droplet
particle distributions were uniformly unimodal with most CLB remained near the largest
size (500 pm) that LISST can detect, while it changed to multimodal size distribution

after 120 min of mixing.

Figure 9 reports CLB droplet distribution in the presence of dispersant at 125
rpm. Relative to ANS oil droplet distribution, CLB showed poorer dispersion under the
same experimental condition, where >50% of oil droplets were larger than 150 pm,
which may be due to the high viscosity characteristic of CLB. It is commonly recognized
that heavy oil with high viscosity is not easily susceptible to chemical dispersion
(Abdelrahim 2012). More than 90% of oil droplets were larger than 280 pm after 5 min
of mixing, followed by a slight increase in the oil droplet of 10-75 um after 10 min of
mixing. The continuous mixing for 1 h provided a broad droplet size distribution with a
remarkable appearance of smaller droplets (3-50 um). However, after 2h of mixing, an
appreciable portion of smaller droplets were absent while larger droplets (>400 pm)
increased, which may be ascribed to that increasing mixing time tended to make the
dispersed droplets ascend and coalesce at the surface. The droplet size distributions were
unimodal, bimodal, multimodal, and unimodal after 5, 10, 60, and 120 min of mixing,

respectively.

Figure 10 shows oil droplets size distribution with the addition of dispersant at
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250 rpm. After 5 min of mixing, similar pattern of the distribution was observed for two
different mixing speeds (125 and 250 rpm). However, an obvious discrepancy in the oil
droplets size distribution was measured after 10 min and 60 min of mixing, where dso
values after 60 min of mixing were 150.29 and 38.29 um for the mixing speed of 125 and
250 rpm, respectively. After 120 min of mixing, the similar tendency of coalescence was
noted. The dso value shifted from 38.29 um after 60 min of mixing to 156.63 pum after
120 min of mixing. The dispersed CLB had unimodal oil droplet size distributions after 5
and 10 min of mixing, while multimodal droplet size distributions were observed for the

samples after 60 and 120 min of mixing.

4., Discussion

The oil slick instability may be the primary mechanism for oil slick break-up into
droplets. The instability depends mainly on surface forces, including interfacial tension,
viscous forces, and hydrodynamic forces acting at the oil/water interface. As a
consequence of these forces, the oil slick turns unable and is broken up into droplets
(Chen and Yapa 2007). The occurrence of oil droplet breakup depends on whether the
drag force acting on the droplets exceeds the interfacial tension or the local external
turbulent energy surpasses the interfacial tension (Chen and Yapa 2007). A minimum
amount of energy input is required when the interfacial tension between oil and water 1s
reduced to permit the generation of o1l droplets and a greater interfacial area (Abdelrahim
2012). The size of oil droplets resulted from either physical or chemical dispersion
affects their following migration in the oil and water mixture. Larger size of oil droplets

tend to move up quickly and reach the surface and reform the oil slick early, while
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smaller size of oil droplets appear to transport far away from the initial spill locations
and get entrained into the water column. This is confirmed by our finding in Figure 11
showing that chemical dispersion under high mixing energy generally gave greatest total

droplets concentration (<500 um) in the water column.

Viscosity of crude oil needs to be considered when chemical dispersant is in use
due to the fact that viscosity i1s one of key factors controlling dispersant effectiveness
(Canevari 1969, Martenelli and Lynch 1980, Stevens and Roberts 2003, Trudel et al.
2010). Date back to 1970s, one studies attributed the failure of dispersant use on the
heavy fuel oil spills to limiting effects of oil viscosity on chemical dispersion of oil spills
(Martenelli and Lynch 1980). Some researchers established the dispersant effectiveness
versus oil viscosity relationship, with a declined dispersant effectiveness as increasing oil
viscosity (Martinelli and Cormack 1979, Martenelli and Lynch 1980, Lee et al. 1981). Oil
with low viscosity possesses weak resistance to deformation by shear stress; therefore
dispersant addition reduces IFT between oil and water with ease, allowing oil to be
sheared into small oil droplets and entrained into the water column with the aid of
sufficient mixing energy (Lee et al. 1981, Trudel et al. 2010). In contrast, dispersant use
hardly changes the resistance of high-viscosity oil to be sheared into small droplets,
causing declined DE (Lee et al. 1981, Trudel et al. 2010). Coolbaugh et al. also reported
that dispersants are not universally effective on all kinds of oil. Higher viscosity oils are

less dispersible than low-viscosity oils (Coolbaugh et al.).

According to the rule “Like dissolves like”, nonpolar oil and polar water, as two

incompatible phases, are not attracted to each other. A chemical substance that is
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miscible with both oil and water is needed to aid in the introduction of oil droplets into
the water column. Corexit 9500, commonly used dispersant in real oil spill scenarios,
contains the surfactant molecules with amphipathic characteristic. These surfactant
molecules containing both hydrophobic and hydrophilic functional groups exhibit affinity
for oil and water and serve as a secamless bridge between these two immiscible phases.
Thus, the amphipathic characteristic of the surfactant molecules contained in the
dispersant formulation will allow the dispersant to reside at the oil/water interface and
tend to lower the interfacial tension between oil and water (Abdelrahim 2012), ultimately
forming micron-sized oil droplets and driving them into the water column by energy
input. Our visual observation of ANS oil specimens with/without dispersant further
supported that the dispersant was very effective in dispersing oil slick into small oil
droplets and entraining them into the water column (Figures 12a and 12c). On the
contrary, the oil samples without dispersant resulted in relatively transparent water

column and thick o1l slicks floating on the surface (Figures 12b and 12d).

Figure 13 shows changes of IFT between oil and water over time in the presence
of dispersant. Following the application of dispersant, IFT between ANS and water
decreased steadily as a function of mixing time at both 125 and 250 rpm, with a higher
degree of IFT reduction at 250 rpm, which is responsible for oil droplet distribution
patterns and trend of DE of ANS under various experimental conditions. When IFT
between oil and water gets lowered, cohesive forces of the oil film is weakened, resulting
in facile entrainment of small oil droplets into the water column. This eventually

enhances the oil dispersion, reflected by an increased DE of oil. However, the extent of

20

ED_001324_00000318-00020



IFT reduction between CLB and water over time appeared to be limited and the IFT
values decreased in the first 60 min of mixing, followed by a few percent of increase after
120 min of mixing. This is in parallel with the trends in CLB oil droplets distribution and
DE of CLB under the same experimental conditions. The absence of smaller CLB
droplets distributed in the water column and relatively smaller DE of CLB even in the
presence of dispersant may be attributed to its resistance in IFT reduction as shown in
Figure 13. Our findings were in accordance with previous studies reporting that the
magnitude of reduction in oil/water IFT can be employed to assess the effectiveness of a

chemical dispersant (Clayton et al. 1993, Abdelrahim 2012).
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To: Venkatapathy, Raghuraman[Venkatapathy.Raghuraman@epa.gov]

Cc: Conmy, Robyn[Conmy.Robyn@epa.gov]; Schubauer-Berigan, Joseph[Schubauer-
Berigan.Joseph@epa.gov]
From: McClellan, Kim

Sent: Wed 9/16/2015 9:55:54 PM

Subject: Clearance of Abstracts

Solidifier Abstract 2016 GOMRI_final.docx

ABSTRACT for Biodegradability of Dispersed Heavy Fuel Gil a1 5 and 25 C final.docx

Hi Raghu,

Complete Citation Brian Devi ORD-  Evaluation of Sorbent and Solidifier Properties Abstré¢t6/2015
and Review Dyson Sundaravadiy€h®21 and their Impact on Oil Removal Efficiency 4:47 PM
Complete Citation Brian Mobing ORD- Biodegradability of Dispersed Heavy Fuel Oil at 5 Abstr£t6/2015
and Review Dyson Zhuang 013817 and 25 &#61616;C 4:46 PM
Complete Citation Brian Ruta ORD-  Biodegradability Of Diluted Bitumen Oil By Abstré¢t6/2015
and Review Dyson Deshpande §13812 Kalamazoo River Cultures In Freshwater 4:31 PM

These three abstracts have been cleared through STICS. The abstracts (ORD-012921, and ORD-
013917) were changed by Alice Gilliland, LRPCD’s Acting Division Director, and I will include
them as attached files above.

I am still waiting on the clearance for “Biodegradation of Finasol OSR 52 and Dispersed Alaska
North Slope Crude Oil at 5 C and 25 C” (ORD-013915). As soon as I receive the completion of
the clearance, I will contact you via an email.

Thanks,

Kim
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ABSTRACT
Biodegradability of Dispersed Heavy Fuel Oil at 5 and 25 C
Mobing Zhuang, Gulizhaer Abulikemu, Pablo Campo, Makram Suidan, Albert Venosa, and Robyn Conmy

2016 Gulf of Mexico Oil Spill & Ecosystem Science Conference

Fuel oil is produced by blending heavy residual oils with a lighter oil to meet specifications for viscosity
and pour point. Compared to lighter oils, the high density and viscosity of fuel oil make it less
susceptible to dispersion and biodegradation. Hence, heavy fuel oil spills could cause more serious
damage to the environment and be more difficuit to clean. The environmental impacts include coating
of wildlife that dwell on the water surface, depleting oxygen in the receiving environment, exposing
aquatic species to toxic substances, and sediment contamination. Laboratory experiments were
conducted to study the biodegradability of Intermediate Fuel Oil 120 (IFO-120) dispersed by Corexit
9500 (C9500) at 5 and 25 °C. The biodegradability of alkanes and aromatics in IFO-120 at both
temperatures was studied in the presence and absence of dispersant. When compared with [FO-120
alone treatments, data indicated that the depletion rate of alkanes at both temperatures was
unaffected by the presence of dispersant. Conversely, C9500 significantly improved the uptake of
aromatics as its presence shortened the lag phase at 25 °C from 4 to 2 days and increased their removal
extent from 71 to 82%. At 5 °C, the addition of C9500 also improved the overall removal from 70 to 85%.
Such enhancement effect could be explained by the promotion of dissolution of soluble aromatics in the
presence of surfactants.
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To: Conmy, Robyn[Conmy.Robyn@epa.gov]
From: Mike Fulton - NOAA Federal

Sent: Tue 5/17/2016 3:32:11 PM

Subject: Re: purchase fo finasol and corexit

Hi Robyn,

Have you heard that samples from DWH are going to be released? I believe they have Corexit
9500.

Mike

On Tue, Apr 12,2016 at 12:59 PM, Mike Fulton - NOAA Federal <mike fulton@noaa.gov>
wrote:

Good luck. You may have more leverage than we did. At one point, I thought we were very
close to getting some, but their attorneys changed their mind.

On Tue, Apr 12,2016 at 8:56 AM, Conmy, Robyn <Conmy Robyn@epa.gov> wrote:

Thanks Mike. This is our same contact, so | guess | will just keep trying to reach her.
EPA is looking to procure a few gallons and will be doing toxicity testing. We will ask
nicely and point out that the testing will be used to help with finalizing the NCP
Subpart J language. If they still won’t sell, we will look into if there is regulatory
language that exists to help convince them to waive the waiver requirements. As you
know, access to Nalco dispersants is quite a challenge for research.

Cheers,

Rabyn

ST TR ST ST L ST ST RS TR S TRS VRS VA ST ESTES VST ESTE ST L &2
Robyn N. Conmy, Ph.D.

Research Ecologist

USEPA/NRMRL/LRPCD

26 West MLK Drive

Cincinnati, Ohio 45268

513-565-7090 (office)

513-431-1976 (EPA mobile)

727-692-5333 (Personal mobile)

ED_001324_00000325-00001



conmy . robyn@epa. gov

From: Mike Fulton - NOAA Federal [mailto:mike.fulton@noaa.gov]
Sent: Tuesday, April 12, 2016 8:41 AM

To: Conmy, Robyn <Conmy.Robyn@epa.gov>
Subject: Re: purchase fo finasol and corexit

Hi Robyn,

See below contact info for NALCO. You may have more success if you can sign a
waiver that you won't use for toxicity testing. Good luck.

Mike

Debby. Thenot@nalco.com

281 263 7709

On Tue, Apr 12, 2016 at 7:58 AM, Conmy, Robyn <Conmy.Robyn@epa.gov> wrote:

Thanks Mike. | spoke to a contact at Total yesterday and we are getling some
Finasol. Nalco hasr't responded to a voicemail as of yet, so your contact at
Nalco could be a huge help.

ST TR ST ST L ST ST RS TR S TRS VRS VA ST ESTES VST ESTE ST L &2
Robyn N. Conmy, Ph.D.

Research Ecologist

USEPA/NRMRL/LRPCD

26 West MLK Drive

ED_001324_00000325-00002



Cincinnati, Ohio 45268
513-569-7090 (office)
513-431-1976 (EPA mobile)
727-692-5333 (Personal mobile)

conmy . robyn@epa. gov

From: Mike Fulton - NOAA Federal [mailto:mike.fulton@noaa.gov]
Sent: Monday, April 11, 2016 5:00 PM

To: Conmy, Robyn <Conmy.Robyn@epa.gov>

Subject: Re: purchase fo finasol and corexit

Hi Robyn, Ultimately, We weren't able to get Corexit from Nalco, but I'll get
you the contact info for both manufacturers.

On Monday, April 11, 2016, Conmy, Robyn <Conmy.Robyn@epa.gov> wrote:

Hi Mike,

Awhile back we had discussed NOAA’s possible procurement of Corexit and
Finasol for your toxicity work. Would you mind sharing the POC for Nalco
and Total that were contacted in your hunt to procure the dispersants?

Thanks,

Robyn

O[O/ O/O////[<O/< /<[>
Robyn N. Conmy, Ph.D.
Research Ecologist

USEPA/NRMRL/LRPCD
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26 West MLK Drive

Cincinnati, Ohio 45268
513-563-7090 (office)
513-431-1979 (EPA mobile)
727-692-5333 (Personal mobile)

conmy . robyn@epa. gov

Dr. Michael H. Fulton-Estuaries and Land Use Branch Chief
Center for Coastal Environmental Health and

Biomolecular Research (CCEHBR)
USDOC/NOAA/NOS/NCCOS

219 Fort Johnson Road

Charleston, SC 29412-9110

voice: (843) 762-8576 fax: (843) 762-8700

e-mail: mike. fulton@noaa.gov

Dr. Michael H. Fulton-Estuaries and Land Use Branch Chief
Center for Coastal Environmental Health and

Biomolecular Research (CCEHBR)
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USDOC/NOAA/NOS/NCCOS
219 Fort Johnson Road
Charleston, SC 29412-9110

voice: (843) 762-8576 fax: (843) 762-8700

e-mail: mike. fulton@noaa.gov

Dr. Michael H. Fulton-Estuaries and Land Use Branch Chief

Center for Coastal Environmental Health and
Biomolecular Research (CCEHBR)
USDOC/NOAA/NOS/NCCOS

219 Fort Johnson Road

Charleston, SC 29412-9110

voice: (843) 762-8576 fax: (843) 762-8700
e-mail: mike fulton@noaa.gov

Dr. Michacl H. Fulton-Estuaries and Land Use Branch Chief
Center for Coastal Environmental Health and

Biomolecular Research (CCEHBR)
USDOC/NOAA/NOS/NCCOS

219 Fort Johnson Road

Charleston, SC 29412-9110

voice: (843) 762-8576 fax: (843) 762-8700

e-mail: mike fulton@noaa.gov
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To: Conmy, Robyn[Conmy.Robyn@epa.gov]

Cc: Sundaravadivelu, Devi[sundaravadivelu.devi@epa.gov]; Grosser,
Robert[Grosser.Robert@epa.gov]

From: Holder, Edith

Sent: Wed 6/8/2016 6:16:21 PM

Subject: RE: tomorrow

Robyn,

Yes, we are! We will be testing ANS against Dispersit SPC1000 and none. If things are running
really smoothly, we could add the 2 method blanks for 35 ppt, one at 5 and the other at 25C.
(There will be 20 method blanks scattered throughout the study, 2 at each salinity and temp
combination to test glassware prep, etc.)

I will do the 5C testing concurrently while others do the 25C tests.

Also, T have 1L bottles muffled to ship to Hydrosphere along with the 2 dispersants -

Corexit 9500A and Finasol. Correct?

Anyhow, my understanding is that I can no longer just go into the file cabinet in 177 and pick up
shipping labels. Is this correct? What is the current procedure and how much paperwork does it
entail?

I want to send 2 coolers to Hydrosphere tomorrow.

Edie

From: Conmy, Robyn

Sent: Wednesday, June 08, 2016 1:37 PM
To: Holder, Edith <holder.edith@epa.gov>
Subject: tomorrow
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Just checking that we are all set for tomorrow?

O[O/ O/O////[<O/< /<[>
Robyn N. Conmy, Ph.D.

Research Ecologist

USEPA/NRMRL/LRPCD

26 West MLK Drive

Cincinnati, Ohio 45268

513-569-7090@ (office)

513-431-1970 (EPA mobile)

727-692-5333 (Personal mobile)

conmy . robyn@epa. gov
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To: Schubauer-Berigan, Joseph[Schubauer-Berigan.Joseph@epa.gov]

Cc: Conmy, Robyn[Conmy.Robyn@epa.gov]; McClellan, Kim[Mcciellan.Kim@epa.gov];

raghuraman.venkatapathy@ptsied.com[raghuraman.venkatapathy@ptsied.com]

From: Venkatapathy, Raghuraman
Sent: Wed 9/16/2015 8:54:48 PM
Subject: RE: Abstracts for 2016 GOMRI

ABSTRACT for Biodearadation of Finasol OSR 52 and Dispersed Alaska North Slope Crude Oilat5 C

and 25 C_SAJ.docx

Joe,
The revised abstract is attached.
Thanks,

raghu

Raghuraman Venkatapathy

On-Site Technical Manager

Pegasus Technical Services, Inc.

On-Site Contractor to U.S. EPA
NRMRL-STD/LRPCD, MS: 443

26 W. Martin Luther King Jr. Drive

Cincinnati, OH 45268,

Phone: (513) 589 7077 (0)/(513) 548 7880 (GV)
Fax: (513) 568 7677.

e-mail: venkatapathy.raghuraman@epa.gov

raghuraman.venkatapathy@ptsied.com

From: Schubauer-Berigan, Joseph
Sent: Wednesday, September 16, 2015 16:00
To: Venkatapathy, Raghuraman

Cc: Conmy, Robyn; McClellan, Kim; raghuraman.venkatapathy@ptsied.com

Subject: RE: Abstracts for 2016 GOMRI

We can clear the one that’s been edited. The one I just sent needs to be addressed . thanks.

Joseph P. Schubauer-Berigan, Ph.D.
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Chief, Environmental Stressors Management Branch

USEPA, Office of Research and Development
National Risk Management Research Laboratory
26 W. Martin Luther King Drive

Cincinnati, OH 45268
schubauer-berigan.joseph@epa.gov

Voice 513-569-7734

FAX 513-569-7620

From: Venkatapathy, Raghuraman

Sent: Wednesday, September 16, 2015 3:58 PM

To: Schubauer-Berigan, Joseph

Cc: Conmy, Robyn; McClellan, Kim; raghuraman.venkatapathy@ptsied.com

Subject: RE: Abstracts for 2016 GOMRI

Joe,

Yes, | can have her address the problems, and have them submitted today.

Thanks,

raghu

Raghuraman Venkatapathy

On-Site Technical Manager

Pegasus Technical Services, Inc.

On-Site Contractor to U.S. EPA
NRMRL-STD/LRPCD, MS: 443

26 W. Martin Luther King Jr. Drive

Cincinnati, OH 45263.

Phone: (513) 569 7077 (O)/(513) 549 7880 (GV)
Fax: (513) 569 7677.

e-mail: venkatapathy.raghuraman@epa.gov

raghuraman.venkatapathy@pisied.com

From: Schubauer-Berigan, Joseph
Sent: Wednesday, September 16, 2015 15:57
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To: Venkatapathy, Raghuraman
Cc: Conmy, Robyn; McClellan, Kim
Subject: RE: Abstracts for 2016 GOMRI

Ragu,

Still have a problem with the Yu Zhang abstract. See my comment in the attached
abstract. I don’t have her address. Can you please see that this is edited quickly. so we can

move to clear it in STICS.

Thanks. Joe

Joseph P. Schubauer-Berigan, Ph.D.

Chief, Environmental Stressors Management Branch
USEPA, Office of Research and Development
National Risk Management Research Laboratory

26 W. Martin Luther King Drive

Cincinnati, OH 45268
schubauer-berigan.joseph@epa.gov

Voice 513-569-7734

FAX 513-569-7620

From: McClellan, Kim

Sent: Wednesday, September 16, 2015 3:28 PM
To: Venkatapathy, Raghuraman

Cc: Schubauer-Berigan, Joseph; Conmy, Robyn
Subject: Abstracts for 2016 GOMRI

Hi Raghu,

After the internal technical review was performed, two abstracts needed editorial changes. (see
above in the attached files). Robyn Conmy’s Branch Chief, Joe Schubauer-Berigan, approved
the editorial changes for these two abstracts. I am making the changes to these two abstracts

before I submit the abstracts to the clearance process.
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Thanks,

Kim
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To: Conmy, Robyn[Conmy.Robyn@epa.gov]; Sundaravadivelu,
Devi[sundaravadivelu.devi@epa.gov]; Grosser, Robert[Grosser.Robert@epa.gov]
From: Holder, Edith

Sent: Fri 6/3/2016 8:07:05 PM

Subject: salinity bft expt

The test conditions for Monday are
35 ppt seawater

ANS oil

5C and 25C

Accell and Finasol OSR52

Edith L. Holder

Pegasus Technical Services, Inc.
On-8Site Contractor to the U.S. EPA
ORD/NRMRL/LRPCD

26 W. Martin Luther King Dr.
Cincinnati, OH 45268

Phone: 513-569-7178

Email: holder.edith@epa.gov
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To: Venkatapathy, Raghuraman[Venkatapathy.Raghuraman@epa.gov]

Cc: Conmy, Robyn[Conmy.Robyn@epa.gov]; McClellan, Kim[Mccleilan. Kim@epa.gov]

From: Schubauer-Berigan, Joseph
Sent: Wed 9/16/2015 7:57:04 PM
Subject: RE: Abstracts for 2016 GOMRI

ABSTRACT for Biodearadation of Finasol OSR 52 and Dispersed Alaska North Slope Crude Oilat5 C

and 25 C_SAJ.docx

Ragu,

Still have a problem with the Yu Zhang abstract. See my comment in the attached
abstract. I don’t have her address. Can you please see that this is edited quickly. so we can

move to clear it in STICS.

Thanks. Joe

Joseph P. Schubauer-Berigan, Ph.D.

Chief, Environmental Stressors Management Branch
USEPA, Office of Research and Development
National Risk Management Research Laboratory

26 W. Martin Luther King Drive

Cincinnati, OH 45268
schubauer-berigan.joseph@epa.gov

Voice 513-569-7734

FAX 513-569-7620

From: McClellan, Kim

Sent: Wednesday, September 16, 2015 3:28 PM
To: Venkatapathy, Raghuraman

Cc: Schubauer-Berigan, Joseph; Conmy, Robyn
Subject: Abstracts for 2016 GOMRI

Hi Raghu,

After the internal technical review was performed, two abstracts needed editorial changes. (see
above in the attached files). Robyn Conmy’s Branch Chief, Joe Schubauer-Berigan, approved
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the editorial changes for these two abstracts. I am making the changes to these two abstracts
before I submit the abstracts to the clearance process.

Thanks,

Kim
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